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1. Introduction

Artificial Intelligence (Al) and the possibility of processing data from various sources and
nature using Machine Learning (ML) techniques has opened new perspectives in the
Sustainable Development (SD). In recent years, environmental degradation, climate change,
biodiversity loss, socio-economic disparities, and unbalanced economic growth has become
an issue of great importance. Previous research based on traditional economic models
typically focused on growth metrics like GDP, demonstrated that there is the need for
comprehensive strategies and innovative technologies for understanding the intricate web of
environmental and social factors that underpin true sustainability [1,2].

The complexities involved from the interconnectedness of natural ecosystems,
economic systems, and human societies are known challenges in evaluation and
implementation of effective strategies for SD. On the other hand, availability of extensive and
heterogeneous data sources expounds additional problems for policymakers and researchers
seeking to understand sustainability dynamics. From this point of view, implementation of
data-driven approaches powered by advancements of Al and ML allows us to analyse the
complex relationship between environmental and social factors for understanding
sustainable dynamics [3]. The integration of satellite data processing plays a crucial role in
sustainable development by providing real-time, accurate and large-scale environmental
monitoring, which supports informed decision making and policy implementation for
reducing carbon emissions and preserving natural resources [4, 5].

Uncovering hidden patterns, disclosure of key drivers affecting environmental and
socio-economic change, as well as intelligent support for decision making processes can be
achieved primarily through integration and analysis of large datasets using Al and ML
methodologies [6]. The main objective of this work is to provide both descriptive and
predictive insights into sustainable dynamics via several ML techniques like clustering,
ensemble learning, time series analysis, etc.

The experimental work demonstrated here is divided into three parts: clustering of
countries based on a set of environmental and socio-economic indicators using unsupervised
ML techniques, evaluating the impact of various indicators on CO, emissions through
application of supervised machine learning models and predictive modelling to forecast
future trends in emissions and sustainability metrics via time series analysis.

Evaluation of sustainability performance of countries requires a multidimensional
analysis using a wide range of indicators covering climate change, health, poverty, economic
resilience, agriculture, industry, technology, transport, social equity and resource
management. Previous research in this field typically only investigated the fixed indicators for
countries’ evaluation or analysis of variables related to special regions and countries [7-16].
How nations are balancing environmental management with economic and social situations
is the main question for understanding the current global sustainability development
circumstances and for shaping future strategies. In order to address mentioned question
grouping of countries using k-means clustering and birch clustering based on indicators
representing climate change such as CO; emissions, arable land, cereal yield, energy use,
forest area, economics - GDP, area, population, fossil fuel energy resources, renewable
energy resources, sociology - birth rate, death rate, urban population, rural population etc.
was carried out. This approach will serve as a more efficient alternative to traditional
classification of countries based on isolated economic indicators, sector specific attributes or
regional approaches [17-19].
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The second phase of the work involved the impact evaluation of the socio-economic
and environmental indicators for understanding the drivers of climate change and designing
effective mitigation strategies. Feature importance analysis using Lasso regression, random
forest and Extreme Gradient Boosting algorithm (XGBoost) allows to uncover hidden patterns,
detect non-obvious correlations in contrast with traditional statistical methods assuming
linear relationships by passing transmission of the complex, non-linear and interactive effects
that define emission patterns across countries [20].

Monitoring and forecasting of CO, emissions represents an important topic to study for
supporting international commitments such as Paris agreement, the United Nations
Sustainable Development Goals and the recent COP29 declarations, which emphasized the
urgent need for science-driven strategies to limit global temperature rise and accelerate the
transition to low-carbon economies [21, 22]. A potential solution on capturing the complex,
non-linear and multivariate nature of CO; emissions dynamics involved time series prediction
using deep learning models such as LSTM (long short-term memory), GRU (gated recurrent
units) or transformers which outperforms traditional statistical methods [23]. In contrast,
HMM provides a probabilistic framework well suited to model dynamic, state-switching
behaviour observed in emissions as result of policy changes, economic rises or technological
interventions. The third part of the work focused on application of the mentioned
methodologies for analysing CO, change dynamics.

This study performs a comprehensive analysis of several indicators using global data
from the World Bank, encompassing a wide range of countries. The objective is to uncover
patterns and relationships relevant to environmental performance and CO, emissions
through the application of machine learning techniques. Although the analysis maintains a
global perspective, Azerbaijan, where authors of the paper are based, is used as a case study
to contextualize and exemplify the findings. This country-specific focus does not imply a
regional limitation of the study but rather serves to provide a more detailed interpretation of
results in a familiar national context.

2. Methodology

This section outlines data collection, data pre-processing, application and evaluation of
the supervised and unsupervised machine learning algorithms for decision making used
within this research. For realization of research World Bank Data are chosen according to the
high reliability and accuracy provided by national statistical offices [24]. An overview of the
main methods used for achieving the goals of the current work described here with their
advantages and disadvantages according to the results of the experiments. This part of the
paper comprises three sections. Firstly, an overview of unsupervised machine learning
methods used for grouping of the countries based on several numerical parameters about
them are given. The second part of the section describes methods used for extraction of the
key features affecting the target parameter, followed by details of the time series analysis for
prediction of the CO, emissions according to the historical data.

2.1. Data Collection and Pre-processing

Data used in this study have been obtained from the World Bank by downloading and
combining data sheets representing values of indicators during years 1960-2022. After
excluding the parameters and countries with many missing values (when more than 30 % of
values are missing) dataset consisted of 343 parameters about 266 countries, some of
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parameters are listed below: total CO, emissions, CO; emissions from transport, GDP, area,
population, birth rate, death rate, forest area, fossil fuel energy consumption, rural
population, urban population, total annual freshwater withdrawals, agriculture, forestry and
fishing, Gini index, access to electricity, etc. Dataset was scaled using the standard scaling
algorithm to ensure that all features in a dataset will contribute to the supervised and
unsupervised models. The importance of dimensionality reduction is easily seen from the
shape of the dataset; existence of the parameters with the high positive and negative
correlation shows the necessity to reduce dimension by selecting the most informative
features. For this reason, PCA (principal component analysis) was applied to the dataset for
reducing overfitting and sensitivity of irrelevant features, at the same time to increase the
speed of the data processing. After transformation of the original dataset by using PCA, 50
uncorrelated parameters are found for use in the next step - clustering of the countries.

2.2. Clustering Algorithms

Clustering methods attempt to partition a dataset into clusters, where the objects in
the same cluster are more like each other than data points in the other clusters. These
algorithms represent typical solutions for data analysis problems such as customer and image
segmentation, anomaly detection, market basket analysis, pollution monitoring, etc. Several
popular clustering methods are available for addressing the mentioned problems: partition-
based, hierarchical, density-based, model-based, grid-based, constraint-based, graph-based
and fuzzy clustering methods. Grouping of the countries’ dataset consisting of values for
climate change, social, economic and other development indicators has been implemented
using k-means and BIRCH clustering methods correspondingly classified as partition-based
and hierarchical.

K-means clustering algorithm aims to partition dataset X = {x;,x,,...,xy},x; € R%,
where i = 1,2,...,N,N — number of objects in dataset and d — is dimension i.e., number of
features in the dataset, into k disjoint subsets (clusters) by minimizing the variance of objects
in each cluster [25]. Algorithm starts with the choosing the number of clusters k which is the
main hyperparameter affecting the performance of the method. The elbow method for
choosing the optimal number of clusters was used in this work. Performance evaluation of
the k-means clustering algorithm is performed using silhouette score [26]. Silhouette score
measures how accurate each data point was assigned to its cluster compared with other
clusters. After determination of the number of clusters k algorithm initializes the centroids of
clusters randomly and assigns each data point to the nearest cluster. Recalculation of the
centroids as the mean of the assigned data points and assignment of the points to new
clusters is repeating until convergence.

The next clustering algorithm applied in this work for clustering of the countries is BIRCH
(balanced iterative reducing and clustering using hierarchies) - hierarchical clustering
algorithm which builds the compact cumulative structure called clustering features tree. The
main advantage of the BIRCH method compared to the k-means is that BIRCH is more robust
to outliers due to summarization in clustering features tree. In addition, Mean Shift clustering
algorithm, which is a centroid-based and non-parametric clustering algorithm was used for
the grouping of the countries according to the collected dataset.

2.3. Methods Used for Features Selection
The ability to automatically detect features that strongly influence predictions,
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especially in the high-dimensional datasets where relationships are not obvious, is one of the
advantages of ML methods. Linear models and tree-based models are currently the most used
approaches for evaluation of the feature importance. The Lasso (least absolute shrinkage and
selection operator) and random forest methods are chosen to extract the important
indicators affecting the environmental indicator, such as total CO; emissions. The Lasso
method assigns zero to unimportant features in the dataset and keeps only the most
informative features. This method evaluates the features by adding the L1 regularization term
to the cost function of the model, which is usually linear.

Another model used in this work for extraction of most important features affecting
climate change parameters is the random forest method. It is an ensemble learning algorithm,
which builds multiple models for classification and regression tasks, where outputs are
combined using majority voting or mean value for improvement of accuracy, overfitting
elimination and effectively handling high-dimensional data. The random forest method
evaluates the features based on their contribution to the improvement of the model’s
accuracy. This method calculates feature importance scores based on criteria like impurity
reduction or permutation impact. Consequently, parameters strongly affecting target
variables (in the current dataset total CO, emissions or CO, emissions from transport) based
on ML algorithms are determined. XGBoost algorithm is another ensemble learning
algorithm, which is preferred for its speed and performance. The main advantage of this
method is that it builds trees sequentially by correction of errors in each iteration.

2.4. Time Series Analysis for Prediction Climate Change Indicators
However classical statistical methods have become a standard benchmark for analysing
historical data and predicting future patterns, deep networks such as LSTM are more useful
for modelling highly non-linear relationships [27]. The ability to maintain memory of the input
of LSTM which is a powerful type of neural network makes it suitable for solving problems
involving sequential data like a time series. LSTM architecture consists of three gates: the
input gate, the forget gate and the output gate, which control the memory cell. Determination
of data which must be added, removed or sent as output are also realized by these gates. In
this work, LSTM is used for learning patterns in collected data to predict target indicators.
HMM is one of the basic examples of variable-based machine learning models which is
very suitable for processing discrete time series using transition and emission probabilities
[28, 29]. The implementation of HMM for time series analysis to predict CO, emissions is
sufficiently valuable in terms of discovering underlying emission states, prediction of state
shifts and forecasting of the target assuming current policy and situation. Comparison of
performance metrics’ values as result of mentioned models for the testing step of the
collected data demonstrates the potential superiority of HMM model with the ability of
identification of hidden patterns and detection of unusual situations.

3. Results and Discussions
Figures and Tables are placed in groups of text and annotated. The figure is followed by
This section summarizes and discusses the main findings of data processing for climate
change. A total of 344 features were used for clustering of 266 countries and regions (table
1). After pre-processing (filling the missing values and PCA) 266 objects with 50 uncorrelated
features were clustered using k-means clustering method, BIRCH method and MeanShift
clustering algorithms. For evaluation of the applied clustering methods and optimization of
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the parameter in the k-means algorithms silhouette score was used. After implementation of
the k—-means clustering algorithms with the k values in range from 3 to 20 and calculation
corresponding values for the silhouette score k = 13 was defined as the optimal number of
the countries’ clusters with the highest silhouette score. From the received 13 clusters 3
clusters are out of interest, because they contain less than 3 countries. One of the interesting
clusters is cluster 8 containing Azerbaijan, these are other countries from the same cluster:
Algeria, Egypt, Iran, Iraq, Jordan, Kyrgyzstan, Libya, Burma (Myanmar), Mongolia, Pakistan,
Philippines, Syria, Tajikistan, Turkmenistan, Tunisia, Uzbekistan, Yemen. Analysis of the
ranking list of the countries based on their carbon footprint, i.e., CO, emissions for the 2022-
year (this is the newest announced data) countries from this cluster with the lowest carbon
footprint are Kyrgyzstan, Tajikistan and Yemen [30].

Table 1. Description of Selected Indicators
No. Class of indicators Name of indicators

Agriculture & Rural Development Surface area (sq. km)
Forest area (% of land area)
Arable land (% of land area)

Rural population

u b WN -

Agriculture, forestry, and fishing, value
added (current USS)

6 Annual freshwater withdrawals,
agriculture (% of total freshwater
withdrawal)

Cereal production (metric tons)
Climate Change Urban population (% of total population)

9 Annual freshwater withdrawals, total
(billion cubic meters)

10 Access to electricity (% of population)

11 Energy use (kg of oil equivalent per
capita)

12 Mortality rate, under-5 (per 1,000 live
births)

13 Population in urban agglomerations of
more than 1 million (% of total
population)

14 Renewable electricity output (% of total
electricity output)

15 Economy & Growth GDP per capita (current USS)

16 Education Labor force, total

17 Unemployment, total (% of total labor
force) (modelled ILO estimate)

18 Unemployment, female (% of female

labor force) (modelled ILO estimate)

19 Energy & Mining Fossil fuel energy consumption (% of
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https://data.worldbank.org/indicator/ER.H2O.FWAG.ZS?view=chart
https://data.worldbank.org/indicator/ER.H2O.FWAG.ZS?view=chart
https://data.worldbank.org/indicator/ER.H2O.FWAG.ZS?view=chart
https://data.worldbank.org/indicator/AG.PRD.CREL.MT?view=chart
https://data.worldbank.org/indicator/SP.URB.TOTL.IN.ZS?view=chart
https://data.worldbank.org/indicator/ER.H2O.FWTL.K3?view=chart
https://data.worldbank.org/indicator/ER.H2O.FWTL.K3?view=chart
https://data.worldbank.org/indicator/EG.ELC.ACCS.ZS?view=chart
https://data.worldbank.org/indicator/EG.USE.PCAP.KG.OE?view=chart
https://data.worldbank.org/indicator/EG.USE.PCAP.KG.OE?view=chart
https://data.worldbank.org/indicator/EN.URB.MCTY.TL.ZS?view=chart
https://data.worldbank.org/indicator/EN.URB.MCTY.TL.ZS?view=chart
https://data.worldbank.org/indicator/EN.URB.MCTY.TL.ZS?view=chart
https://data.worldbank.org/indicator/EG.ELC.RNEW.ZS?view=chart
https://data.worldbank.org/indicator/EG.ELC.RNEW.ZS?view=chart
https://data.worldbank.org/indicator/NY.GDP.PCAP.CD?view=chart
https://data.worldbank.org/indicator/SL.UEM.TOTL.ZS?view=chart
https://data.worldbank.org/indicator/SL.UEM.TOTL.ZS?view=chart
https://data.worldbank.org/indicator/SL.UEM.TOTL.FE.ZS?view=chart
https://data.worldbank.org/indicator/SL.UEM.TOTL.FE.ZS?view=chart

No. Class of indicators Name of indicators

total)

20 Renewable energy consumption (% of
total final energy consumption)

21 Environment Carbon dioxide (CO;) emissions (total)
excluding LULUCF (Mt CO.e)

22 Carbon dioxide (CO2) emissions from
Transport (Energy) (Mt COze)

23 Plant species (higher), threatened

24 Health Birth rate, crude (per 1,000 people)

25 Death rate, crude (per 1,000 people)

26 Poverty Gini index

27 Infrastructure Rail lines (total route-km)

As result of application BIRCH clustering algorithm cluster containing Azerbaijan is more
extended than cluster received after application of the k-means clustering algorithm and
contains countries as Albania, Latvia which are in the bottom of the CO; emissions by country
list. Given that countries grouped within the same cluster have similar environmental,
economic, and social parameters information about the countries with the lowest carbon
footprint indicator offers a significant potential for policy transfer and strategy adaptation.
Countries with big carbon footprint which can be measured by the carbon emissions can study
and emulate the policy frameworks, technological implementations, social management, and
sustainability solutions of their counterparts with the low carbon emissions. Such intra-cluster
knowledge transfer is particularly valuable and guarantees the successful implementation.
Accuracy of the clustering was measured using the silhouette score, which is equal to for k-
means clustering 0.1926 and 0.2342 for the BIRCH clustering. The comparative analysis of
methods demonstrates that BIRCH may be more suitable for uncovering subtle patterns in
the dataset.

Additionally, experimental results indicate that Mean Shift clustering is not effective for
this dataset, as is assigned most countries to a single dominant cluster while producing some
additional clusters containing only one, two or three countries each. This imbalance can be
explained by the algorithm’s sensitivity to bandwidth selection and the presence of dominant
high-density regions in the feature space.

The extraction of the indicators strongly affecting the changing of the CO; emissions
was performed using Lasso regression and the XGBoost algorithm. Lasso regression uses input
parameters to predict the target variable by applying penalty to avoid overfitting, it is the
form of regularization for linear regression models. In this approach feature importance is
defined by assigning coefficients of the less relevant features to exactly zero. Existence of
many parameters representing environmental, climate change, economic, and other
characteristics leads to the application of not informative or not relevant features for the
prediction. These features do not make significant contribution to the predictive
performance, which makes necessary to reduce dimensionality in the dataset. For this reason,
parameters representing indicators for the years in the dataset used for the clustering were
deleted and only columns defining indicator values for the 2022 and 2023 years were used
for the prediction CO, emissions. R? score — statistical measure of how well the regression
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https://data.worldbank.org/indicator/SP.DYN.CBRT.IN?view=chart
https://data.worldbank.org/indicator/SP.DYN.CDRT.IN?view=chart
https://data.worldbank.org/indicator/IS.RRS.TOTL.KM?view=chart

predictions approximate the real data, was used for the evaluation of the predictive
performance. R2 score was calculated for the comparison of predicted data for the test
dataset (20% of the used dataset) and real values, and it was 0.9886 for the Lasso regression.
Although the only small percent of collected parameter was used Lasso model achieved a high
R2 score on the test dataset, demonstrating excellent predictive performance. Consequently,
according to the results of Lasso model, the most significant 10 features affecting the
prediction performance are 1. urban population (% of total population) (2022), 2. rural
population (2022), 3. birth rate, crude (per 1,000 people) (2023), 4. energy use (kg of oil
equivalent per capita) (2022), 5. population in urban agglomerations of more than 1 million
(% of total population) (2022), 6. renewable energy consumption (% of total final energy
consumption) (2022), 7. mortality rate, under-5 (per 1,000 live births) (2023), 8. cereal
production (metric tons) (2022), 9. GDP per capita (current USS), 10. surface area (sq. km)
(2022).

For the further assessment of the features’ significance XGBoost ensemble learning
model was applied due to its high predictive performance and essential ability to assess
feature importance. XGBoost evaluates the feature importance using several metrics as
information gain, cover and frequency. Application of this model helps to determine the
subset of input variables which have high importance scores as well as features contributing
minimally to the predictive process. Since the underlying data structure is predominantly
linear, simple linear model as Lasso is more flexible than the tree-based approach. This fact
can be explained by the comparatively low R2 score which was equal to 0.8816 for the testing
of the XGBoost model. Despite that the results demonstrate the potential superiority of the
linear Lasso model, the most important features list determined as the result of the XGBoost
model has not a big difference from the list received after the application of the Lasso model:
1. surface area (sg. km) (2022), 2. birth rate, crude (per 1,000 people) (2023), 3. urban
population (% of total population) (2022), 4. rural population (2022), 5. population in urban
agglomerations of more than 1 million (% of total population) (2023), 6. energy use (kg of oil
equivalent per capita) (2022), 7. cereal production (metric tons) (2022), 8. forest area (% of
land area) (2022), 9. agriculture, forestry, and fishing, value added (current USS) (2022), 10.
mortality rate, under-5 (per 1,000 live births) (2023).

While some indicators, such as urban population, may intuitively seem to have a strong
impact on CO; emissions, data analysis using applied ML methods provides a systematic and
objective way to validate such assumptions and uncover less obvious patterns. Application of
the ML algorithms for evaluation of the feature importance not only rank the importance of
variables based on their actual influence, but also uncover cases where significant indicators,
in fact, have minimal predictive power. This highlights the critical role of data-driven
approaches in avoiding biases and ensuring that policy and decision making is based on
evidence instead of assumption.

Here we evaluate experimental evaluation of LSTM model and HMM for analysing CO;
emissions and their prediction based on the values for 251 countries and regions for 65 years.
The LSTM model is trained with sequences of shape [samples, timesteps = 3, features = 1],
where each sequence contains three years of emission data, is optimized by the Adam
optimizer with mean squared error. Figure 1 demonstrates dependency between real and
predicted CO; emissions for Azerbaijan.

Application of HMM for prediction of the CO, emissions allows to identify latent regimes
characterizing different statistical patterns in the time series (figure 2). By segmenting CO>
emissions data into distinct states, where each of these states represents a specific pattern
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such as stable, increasing, peak, or reducing emissions, this approach allows to encode
effectively structural changes and transitions [21, 30]. Plotted graph of the states received as
result of extraction of the initial and transitional probabilities in case of Azerbaijan
corresponds to different time periods and explains CO; dynamics in these periods: relatively
stable emissions during the early period (1960 — early 1980s), peak in emissions around mid-
1980s, declining the emissions phase in the late 1980s and early 1990s reflecting significant
changes in environmental conditions, which can be related to socio-economic
transformations occurring during that period following by industrial decline and political
instability.
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Figure 1. Dependency between real and predicted CO, emissions for Azerbaijan
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Figure 2. Distribution of hidden states of CO; emission change received as result of HMM
model in case of Azerbaijan

4. Conclusions and Future Perspectives
Examination a wide range of environmental, economic, energy and social indicators
from 266 countries and regions can be a significant step forward comprehensive exploration
of a climate change and CO; emissions using data science and machine learning approaches.
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The results demonstrate how data-driven techniques can uncover patterns and relationships
that support sustainable development policy and planning.

The clustering analysis using supervised learning algorithms such as k-means, BIRCH and
MeanShift algorithms allowed to group countries with similar characteristics. These clusters
provided insights into shared environmental profiles and development footprints prompting
foundations for comparative analysis. For instance, countries like Azerbaijan were clustered
with different countries from Asia, Europe and Africa, suggesting common structural, social
and policy factors influencing their emission trajectories. Eventually these clusters can inform
policy borrowing, where countries with higher emissions learn from their lower-emitting
associates. Specified cross-national learning supports regional cooperation and increases the
effectiveness of climate mitigation strategies.

Identification of the most significant features influencing CO, emissions using machine
learning models highlighted the importance of factors such as urbanization, energy use, land
use, population dynamics and economic development. These findings provide a deeper
understanding of driving force of CO, emissions and emphasize most impactful areas of
interventions. Results of this part supports more targeted and resource-efficient policy-design
shrinking the list of influential indicators.

By incorporating temporal modelling using LSTM and HMM for exploration of the
dynamic nature of emissions over time, this work provides more accurate analysis compared
with traditional statistical analysis. The LSTM model enabled forecasting based on historical
trends, offering ability to foreseen future emission levels. The HMM, on the other hand,
helped identify distinct regimes called states in the emissions trajectory — such as growth,
stability or decline, which offer a structured understanding of historical transitions. For
example, periods of declining emissions were linked to major socio-economic
transformations, including political shifts and industrial decline, providing more saturated
richer context for interpreting the data.

Collaborative application of intelligent methods demonstrate possibility to support
evidence-based decision making using environmental data. The potential application of
analysing past trends, identifying influential indicators and predicting of future emissions is
providing valuable tools for policymakers and researchers for evaluating the progress toward
sustainability goals. Several interesting aspects may be extracted by integration of satellite-
based remote sensing data. This opportunity allows to improve spatial resolution and
relevance of environmental monitoring. Additionally, usage of real-time processing through
indicators such as energy consumption, deforestation rates and urban expansion can improve
efficiency and timeliness of predictive models. The full potential of application Al and ML for
addressing global sustainability challenges can be proved by growing of data availability and
computational capacity. Finally, providing effective tools for guiding evidence-based and
adaptive policies that aligned with long-term climate goals of United Nations and climate
agreements such as COP29.
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