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Abstract. Discrete event systems, also known as DES, are class of system that can be 

applied to systems having an event that occurred instantaneously and may change the 

state. It can also be said that a discrete event system occurs under certain conditions for 

a certain period because of the network that describes the process flow or sequence of 

events. Discrete event systems belong to class of nonlinear systems in classical algebra. 

Based on this situation, it is necessary to do some treatments, one of which is linearization 

process. In the other hand, a Max-Plus Linear system is known as a system that produces 

linear models. This system is a development of a discrete event system that contains 

synchronization when it is modeled in Max-Plus Algebra. This paper discusses the 

production system model in manufacturing industries where the model pays the attention 

into the process flow or sequence of events at each time step. In particular, Model 

Predictive Control (MPC) is a popular control design method used in many fields 

including manufacturing systems. MPC for Max-Plus-Linear Systems is used here as the 

approach that can be used to model the optimal input and output sequences of discrete 

event systems. The main advantage of MPC is its ability to provide certain constraints 

on the input and output control signals. While deciding the optimal control value, a cost 

criterion is minimized by determining the optimal time in the production system that 

modeled as a Max-Plus Linear (MPL) system. A numerical experiment is performed in 

the end of this paper for tracking control purposes of a production system. The results 

were good that is the controlled system showed a good performance. 

 

Keywords: Discrete Event systems, Model Predictive Control, Max-plus Algebra, Max-

Plus Linear Systems. 

I. INTRODUCTION  

The theory of DES is divided into three main approaches consisting of logical approach that 

considers the occurrence of events, a quantitative approach which addresses the problem of 

evaluating and optimizing the performance of several events occur in the given lapse of time, 

and a stochastic approach that considers the occurrence of events under certain statistical 

conditions. A conventional analysis of stability that employs appropriate Lyapunov functions 

can be used for logical DES that was applied on a manufacturing system [1]. In real life, many 

phenomena such as manufacturing systems, telecommunication networks, and transportation 

systems can be described as discrete event systems. The general nature of these examples is 

that the start of an activity depends on the cessation of several other activities, and the system 
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describes naturally exhibiting periodic behavior. The problems of discrete event systems, if 

modeled on a conventional discrete system, will result in a nonlinear system. Therefore, the 

system cannot conveniently be described to analyze its properties. One framework exists for 

studying DES, which is with Max-Plus Algebra ( [2], [3], and [4]). It was shown that linear 

models could express DES, which only contains synchronization in Max-Plus Algebra. These 

models are called Max-Plus Linear (MPL) systems. With the MPL system, the system that was 

initially nonlinear when modeled with a conventional discrete system becomes a linear system 

in Max-Plus Algebra. Application of MPL systems arises in the context of manufacturing 

plants and traffic management ( [5] & [6]). 

 

In general, an appropriate model to use in modeling is a nonlinear system. Such is the case 

in conventional algebra, max-plus-linear systems are included in discrete event systems; for 

example, manufacturing companies, where manufacturing companies have a significant role in 

life. Because of the existence of a manufacturing company, we can utilize raw materials that 

previously could not be used into finished goods that could be used. The function of production 

in manufacturing companies is to make an item or service that is needed and following 

consumer needs. The most important to be considered by manufacturing companies before 

carrying out the production process is to have a production plan to achieve the production 

function appropriately and adequately ( [7], [8]). Several strategies can be done, including 

predicting consumer demand, controlling inventory, preparing employees, managing time 

stages, and identifying problems that occur in the company. In the manufacturing system, time 

accuracy is crucial because of the increasing production demands to meet market needs. 

Therefore, punctuality is needed in the manufacturing system. Model predictive control (MPC) 

is one of the popular methods used in the industry because MPC is exactly in practical control 

processes and is widely accepted in industrial processes. To produce the performance as 

desired, the MPL system and systems in general, given a control [9]. One of them can be used; 

predictive model control techniques is a form of control that uses a system process model to 

predict future system behavior over a specified period. The advantage of predictive model 

control is able to provide certain constraints on the input and output control signals [10]. 

The MPC used here is for discrete event systems [11]. The predictive control model uses the 

principle of receding horizon, namely the calculation of predictive output and the optimal 

control sequence at each time step along the horizon involving calculations that have been 

obtained in the previous time step. Only the first part of the control sequence that has been 

achieved in the last time step is applied to the system. The use of Model predictive control to 

predict the output of a process that will come within a specific timeframe is called the 

optimization of the prediction control horizon. Boom and Schutter decide equilibrium of the 

control system for this max-plus-linear system with guaranteed stability [12]. Much work has 

been done in modeling, analysis, control, and optimization of max-plus-linear systems, 

including reachability analysis MPL systems ( [13], [14]). Further discussion of the MPL 

system presented the necessary and sufficient conditions for the existence and uniqueness of 

globally optimal solutions MPL systems ( [15], [16]). 

 

 In this paper, the MPC control is discussed in the control of a finite horizon predictive 

model with a reference trajectory for the Max-Plus Linear system of a manufacturing company. 

The objective function for the finite horizon MPC control problem is designed to minimize 

errors, which is the difference between MPL system output and predetermined reference 

trajectories. A manufacturing company case study on a production system modeling that has a 

job shop production process design is modeled as a max-plus-linear system. Where the 
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production process, in this case, is a type of production process that has high flexibility, or the 

sequence of operations can occur erratically. The application of MPC to the production system 

aims to stabilize the MPL system. Furthermore, the model is implemented via Matlab to get 

the predicted optimal time in the production system. 

II. MATHEMATICAL MODELLING  

2.1 Model Predictive Control  

This part is a short introduction to MPC, its roots in optimal control, to use a dynamic 

model to optimize the forecast and forecast system behavior to produce the best decision at the 

moment. The initial state of the system is determined to use measurement records. Therefore, 

the initial state influences the optimal control of the dynamic system. So, from that condition, 

a model forecast is used to result in the optimal control action, and the estimation problem, in 

which the record of measurements to provide an optimal state estimate, implicate dynamic 

models and optimization. The most general linear state-space model is the time-varying 

continuous model with initial condition 𝑥(0),  

0( ) ( ) , (0)

( ) ( )

dx
A t x B t u x x

dt

y C t x D t u

= + =

= +

    (1) 

where 𝑦 ∈ ℝ𝑝 is the output, 𝑥 ∈ ℝ𝑛 is the state, 𝑢 ∈ ℝ𝑚 is the input, 𝐴(𝑡) ∈ ℝ𝑛×𝑛 is the state 

transition matrix, 𝐵(𝑡) ∈ ℝ𝑛×𝑚 is the input matrix, 𝐶(𝑡) ∈ ℝ𝑝×𝑛 is the output matrix, and 

𝐷(𝑡) ∈ ℝ𝑝×𝑚 is a relation coupling between 𝑢 and 𝑦. In many applications 0D = . If , , ,A B C

and D  are time-invariant, the linear model reduces to  

0, (0)
dx

Ax Bu x x
dt

y Cx Du

= + =

= +

     (2) 

Discrete-time models are often suitable if the sampling rate is chosen appropriately. The model 

can describe the behavior exclusively at the sample times. The finite-dimensional, time-

invariant, discrete-time, linear model [17] is 

0( 1) ( ) ( ), (0)

( ) ( ) ( )

x k Ax k Bu k x x

y k Cx k Du k

+ = + =

= +
     (3) 

where k Z +  is a nonnegative integer denoting the sample number, is connected to time by 

t k=  . The linear discrete-time model is a linear differential equation. So, analytical solutions 

are readily derived. The solution (1) is  
1

1

0

0

( ) ( )
k

k k j

j

x k A x A Bu j
−

− −

=

= + .     (4) 

So, consider the following linear model: 

( 1) ( ) ( ) ,d sx j Ax j Bu j B d+ = + +      (5) 

where in the state is 𝑥 ∈ ℝ𝑛, the input system is  𝑢 ∈ ℝ𝑚, and the trouble of the system is 𝑑𝑠 ∈
ℝ𝑑. Assumed from the system (𝐴, 𝐵)  in the condition is stabilizable. The following are 

constraints states and inputs: 
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( ) ,

( ) .

x j X

u j U




        (6) 

Next, the MPC problem gives an objective function, ( , ; )T tx u z  is the tracking stage cost for 

suggestion input 𝑢 from state 𝑥 which contract the cost function by adding a terminal penalty 

(penalize deviations) from a chosen steady-state 𝑧𝑡 = (𝑥𝑡, 𝑢𝑡). The optimal steady-state 

problem for the tracking cost as follows [17]: 

,min ( ( ), ( ); ) ( ( ) ) ( ( ) ) ( ( ) ) ( ( ) )

s.t.

,

( ) ,

( ) ,

T T

x u T t t t t t

d s

x k u k z x k x Q x k x u k u R u k u

x Ax Bu B d

x k

u k U

= − − + − −

= + +





 (7) 

in which matrices 𝑄 and 𝑅 are positive semi-definite matrices which guide and maintain states 

and inputs to their respective steady-state. In general, when the objective function of the MPC 

problem is stated in the following quadratic form: 

1

0

( ) ( ( | ) ( | )) ( )( ( | ) ( | ))

( ( | ) ( ) ( | )

p

w

u

N

T

i N

N
T

i

J k y k i k r k i k Q i y k i k r k i k

u k i k R i u k i k

=

−

=

= + − + + − + +

 +  +





  (8) 

with ( )Q i  are positive semi-definite matrices, ( )R i are positive definite matrices, and 1wN  .   

The first term of the right-hand side of the equation (8) expresses an error, which is the 

difference between the predicted output and the reference trajectory term. Thus, the 

optimization problem for MPC can be seen as a matter of determining optimal control changes 

that minimize errors. The objective function (8) can also be expressed as 

( ) ( ( ) ( )) ( ( ) ( )) ( ) ( )T TJ k k k Q k k k R k   =  −  − +     (9) 

with 

( | ) ( ) 0 0

( 1| ) 0 ( 1) 0
( ) , ,

( | ) 0 0 ( )

w w

w w

p p

r k N k Q N

r k N k Q N
k Q

r k N k Q N



+   
   

+ + +
   = =
   
   

+      

 

and 

(0) 0 0

0 (1) 0

0 0 ( 1)u

R

R
R

R N

 
 
 =
 
 

− 

. 

Next, define a tracking error ( ) ( ) ( ) ( 1)k k x k u k = − − − . So,  

( ) ( ) ( 1) ( )k x k u k k =  + − +      (10) 

belongs to the output equation and from (10) we have 
( ) ( ) ( ) ( 1) ( ) ( ( ) ( 1) ( ))

( ) ( )

k k x k u k k x k u k k

k k

  

 

 − =  +  − + −  +  − +

=  −
   (11) 

 Substituting (11) into (9) derives 

136 p-ISSN: 2621-6019 e-ISSN: 2621-6035https://doi.org/10.14710/jfma.v3i2.8605

JOURNAL OF FUNDAMENTAL MATHEMATICS
AND APPLICATIONS (JFMA) VOL. 3 NO. 2 (NOV 2020)

Available online at www.jfma.math.fsm.undip.ac.id



 

 

 

 

 

 

 

 

( ) ( ( ) ( )) ( ( ) ( )) ( ) ( )

( ) ( ) 2 ( ) ( ) ( ) [ ] ( )

( ) ( ) ( ) ( ) ( )

T T

T T T T T

T T T

J k k k Q k k k R k

k Q k k Q k k Q R k

k Q k k G k H k

     

     

    

=  −  − + 

= −   +  + 

= − + 

 

with 2 ( )TG Q k=   and 
TH Q R=  + . To determine ( )k  optimally, then the gradient of 

J is ( ) 0k J = .  

2.2 Max-Plus Linear Systems 

We will present about Max-Plus Algebra (MPA) before we proposed the Max-Plus Linear 

system. Standart operations of the max-plus algebra are addition (⊕) and multiplication (⊗), 

in which the structure (ℝ𝜀 ,⊕,⊗) is called the max-plus algebra defined by [2]: 

max( , ),x y x y x y x y =  = +  for 𝑥, 𝑦 ∈ ℝ𝜀 

Define 𝜀 = −∞, for 𝑥, 𝑦 ∈ ℝ𝜀 ≝ ℝ ∪ {−∞},ℝ+ = {𝑥 ∈ ℝ: 𝑥 ≥ 0}. The operation of max-

plus-algebraic addition is symbolized with ⊕, and the operation of max-plus-algebraic 

multiplication is symbolized with ⊗. Through many attributes and concepts from linear 

algebra.  

 

The 𝑚 × 𝑛 matrix set for 𝑛 ∈ ℕ in ℝ𝜀, max-plus-algebraic zero matrix, is denoted by 

( 𝜀𝑚×𝑛)𝑖𝑗 = 𝜀 for all 𝑖, 𝑗; and 𝐸𝑛 denotes the 𝑛 × 𝑛 max-plus-algebraic identity matrix: 

(𝐸𝑛)𝑖𝑖 = 0 for all 𝑖 and (𝐸𝑛)𝑖𝑖 = 𝜀 for all 𝑖, 𝑗 with 𝑖 ≠ 𝑗. If 𝐴, 𝐵 ∈ ℝ𝜀
𝑚×𝑛, 𝐶 ∈ ℝ𝜀

𝑛×𝑝 

accordingly, we have 

(𝐴 ⊕ 𝐵)𝑖𝑗 = (𝑎𝑖𝑗 ⊕ 𝑏𝑖𝑗) = max (𝑎𝑖𝑗, 𝑏𝑖𝑗), 

(𝐴 ⊗ 𝐶)𝑖𝑗 =⊕𝑘=1
𝑛 (𝑎𝑖𝑘 ⊗ 𝑐𝑘𝑗) = max

𝑘
(𝑎𝑖𝑘 + 𝑐𝑘𝑗) 

for all 𝑖, 𝑗.  𝐴 ∈ ℝ𝜀
𝑛×𝑛 is the max-plus-algebraic matrix and defined as follows: 𝐴⊗0

= 𝐸𝑛 and 

𝐴⊗𝑘
= 𝐴 ⊗ 𝐴⊗𝑘−1

 For 𝑘 = 1, 2, 3, …. Trace a matrix in MPA is also defined as the sum of the 

main diagonal entries of the matrix i.e. 

1( ) [ ]n

i iitrace A A== . 

Matrix B  is called the inverse of the matrix A  and is defined as 
1

B A
−= . Then the matrix A  

is an invertible matrix here. 

 

Max-plus linear systems are a particular class of max-plus algebraic theories that modeled 

in linear behavior, which is synchronized with discrete linear systems, and there is no 

resistances in the system. Therefore, max-plus-linear DES is efficient in assessing and 

analyzing the system’s characteristics and it can be modeled by the following form [2, 18]: 

( 1) ( ) ( )

( ) ( )

k k

k

x k A x k B u k

y k C x k

+ =   

= 
    (12) 

where the index 𝑘 is the event counter which indicates the number of event occurrences from 

the initial state. The state variable is 𝑥(𝑘) ∈ ℝ𝑛, control input is 𝑢(𝑘) ∈ ℝ𝑚, and 𝑦(𝑘) ∈ ℝ𝑙 is 

system output. Moreover, 𝐴𝑘 ∈ ℝ𝜀
𝑛×𝑛, 𝐵𝑘 ∈ ℝ𝜀

𝑛×𝑚 dan 𝐶𝑘 ∈ ℝ𝜀
𝑙×𝑛, are system matrices, 

where 𝑚 is the number of inputs and 𝑙 is the number of outputs. (12) is enhanced at each 𝑘 

cycle so it can be modeled as the discrete event system and the corresponding result will be 

called max-plus-linear (MPL) system or max-plus-linear time-invariant discrete event system 
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[19]. Note that for MPL systems, the sequences are non-decreasing functions. This because the 

MPL system input is time, so it applies: 

( ) ( 1)u k u k +       (13) 

for each 𝑘 ≥ 0. In constructing MPC for MPL systems without constraint, (13) will be used. 

The following definition describes the stabilizing control for MPL discrete event system. 

 

Definition 1 [20] Given a state feedback controller : n m

  → , then the closed-loop system 

( ) ( 1) ( ( 1))x k A x k B x k=  −   −   is stable if the state remains bounded, i.e., for every, 

0  there exists a real-valued function ( ) 0   such that 1|| (0) ||ex x −   implies 

1|| ( ) || ( )ex k x  −   for all 0k  .  

 

Next, changing the coordinate for MPL systems (12)-(13) is processed. Since the largest 

eigenvalue of matrices 𝐴𝑘 is  𝜆𝑚𝑎𝑥 that is finite, then there is an invertible matrix 𝑃 ∈ ℝ𝜀
𝑛×𝑛 

so that matrices �̃� = 𝑃⊗−1
⊗ 𝐴𝑘 ⊗ 𝑃 satisfy [ �̃�]𝑖𝑗 ≤ 𝜆𝑚𝑎𝑥 for each 𝑖, 𝑗 = 1,2, … , 𝑛.  Based 

on the existence of 𝑃 matrices, the coordinate changing for the MPL system (12)-(13) becomes:  
1 1

1

1

1

( ) ( ) ( ) ( )

( ) ( )

( ) ( )

k k

k k

k k

A P A P A P A P

x k P x k x k P x k

B P B B P B

C C P C C P

y k y k

u k u k

− −

−

−

−

 







=    =  

=   = 

=   = 

=   = 

=

=

     (14) 

and, substituting equation (14) into (12) derives: 
1

( 1) ( ) ( )

( ) ( )

( ( ) ( ))

P x k P A P P x k P B u k

P A x k P B u k

P A x k B u k

− + =       

=     

=    

  (15) 

and 
1

( ) ( ) ( )y k C P P x k C x k
−=    =  .    (16) 

By multiplying (15) with 𝑃⊗−1
 we have  

1 1

( 1) ( ( ) ( ))

( 1) ( ) ( ).

P P x k P P A x k B u k

x k A x k B u k

− −   + =     

+ =   
   (17) 

Thus, we have the system  

( 1) ( ) ( )

( ) ( )

x k A x k B u k

y k C x k

+ =   

= 
    (18) 

 

The next step is to normalize system (18) by subtracting the state vector �̃�, input �̃�, dan output 

�̃� with 𝜌𝑘, 𝜌 vector with positive entries, and subtracting each entry of �̃� with  𝜌. Then we have 
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 

( ) ( ) ,

( ) ( ) ,

( ) ( ) ,

,
ij ij

x k x k k

u k u k k

y k y k k

A A

B B

C C









= −

= −

= −

 = −
 

=

=

 

and the normalized system is  

  
( 1) ( ) ( )

( ) ( ).

k k

k

x k A x k B u k

y k C x k

+ =   

= 
    (19) 

The MPL system (19) is controllable if and only if each component of the state can be made 

arbitrarily large by applying an appropriate controller to the system initially at the rest [20]. In 

other words, the system is controllable if all states are connected to some input.  

2.3 Model Predictive Control for MPL Systems 

In this subsection, predictive control system tracking in Max-Plus Algebra is used to 

determine solutions to the nonlinear system. Consider the deterministic, the case for max-plus-

linear systems, plant with 𝑚 inputs and 𝑙 outputs that can be modeled by a state-space of the 

form  
( 1) ( ) ( ),

( ) ( ).

x k Ax k Bu k

y k Cx k

+ = +

=
     (20) 

The vector 𝑥 represents the state, 𝑢 the input, and 𝑦 the output. A system that can be modeled 

by (20)-Error! Reference source not found. will be called a plus-time-linear system. In MPC, 

a performance cost criterion 𝐽 is formulated as a function that reflects the reference tracking 

error (𝐽𝑜𝑢𝑡) and the control effort (𝐽𝑖𝑛) as follows 

2 2

1 1

|| ( | ) ( ) || || ( 1) || ,
p pN N

out in

j j

J J J y k j k r k j u k j 
= =

= + = + − + + + −    (21) 

where �̂�(𝑘 + 𝑗|𝑘) is the estimate of the output at time step 𝑘 + 𝑗 based on the information 

available at time step 𝑘, 𝑟 is the reference signal, 𝜆 is a nonnegative scalar, and 𝑁𝑝 is the 

prediction horizon. In MPC, the input is taken to be constant from a certain point on 𝑢(𝑘 + 𝑗) =
𝑢(𝑘 + 𝑁𝑐 − 1) for 𝑗 = 𝑁𝑐, … , 𝑁𝑝 − 1 where 𝑁𝑐 is the control horizon. The use of a control 

horizon leads to a reduction in the number of optimization variables. This results in the decrease 

of the computational burden, a smoother controller signal (because of the emphasis on the 

average behavior rather than on aggressive noise reduction), and a stabilizing (since the output 

signal is forced to its steady-state value). MPC uses a receding horizon principle. At time step 

𝑘 the future control sequence 𝑢(𝑘),… , 𝑢(𝑘 + 𝑁𝑐 − 1) is determined such that the cost criterion 

is minimized subject to the constraints. At time step 𝑘, the first element of the optimal sequence 

(𝑢(𝑘)) is applied to the process. At the next time instant, the horizon is shifted, the model is 

updated with new information of the measurements, and a new optimization at time step 𝑘 + 1 

is performed. By successive substitution of (20) into Error! Reference source not found., 

estimates of the future values of the output can be computed [21]. In matrix notation we have 
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 ( ) ( ) ( )y k Hu k g k= +   

with  

 

2

1 2

( 1| ) ( 1) ( )

( 2) ( 1)( 2 | )
( ) , ( ) , ( ) ,

( ) ( 1)( | )

0 0

0
, ( )

p p p

p p
p

N N N

y k k r k u k

r k u ky k k
y k r k u k

r k N u k Ny k N k

CB CA

CAB CB CA
H g k

CA B CA B CB CA
− −

 + +   
     

+ ++     = = =     
     

+ + −     +     

   
  
  = =
  
  
    

( )x k







   (22) 

 

The MPC problem for plus-time linear systems at time step k is defined as follows: find the 

input sequence 𝑢(𝑘),… , 𝑢(𝑘 + 𝑁𝑐 − 1) that minimizes the performance index 𝐽 subject to the 

linear constraint  

( ) ( ) ( ) ( )E k u k F k y h k+       (23) 

with 𝐸(𝑘) ∈ ℝ𝑝×𝑚𝑁𝑝 , 𝐹(𝑘) ∈ ℝ𝑝×1𝑁𝑝 , ℎ(𝑘) ∈ ℝ𝑝 for some integer 𝑝, subject to the control 

horizon constraint  

( 1) ( 1)cu k u k N+ = + − for , 1,c cj N N= + .    (24) 

Minimizing 𝐽 subject to (23) and (24) is a convex quadratic programming problem which can 

be solved efficiently. The parameters 𝑁𝑐 , 𝑁𝑝, and 𝜆 are the three basic MPC tuning parameters 

[19]. The length of the step response of the process the prediction horizon is 𝑁𝑝, and the time 

interval (1, 𝑁𝑝). The control horizon 𝑁𝑐 ≤ 𝑁𝑝 is usually taken be equal to the system order. 

The parameter 𝜆 ≥ 0 makes a trade-off between the tracking error and the control effort and is 

usually chosen as small as possible.  

 

Based on [22], it is shown that more conventional analysis of stability which employs 

appropriate Lyapunov functions can be used for logical DES and explained further about a 

general characterization of the stability properties of automata-theoretic DES models, finite-

state systems, and the Lyapunov stability analysis approach is illustrated on a manufacturing 

system. The application of MPC design methods to various types of control system models is 

very appropriate. Due to the linear property that satisfies the operation of a vector and 

multiplication between a matrix on the max-plus algebra, then the prediction equation can be 

obtained directly. In this section, explain the MPC systems [2]. The following is given a direct 

calculation of the state variable in the upcoming event counter 𝑘 + 1, …𝑘 + 𝑁: 

1 1 1

1 1 1 1

2 1 1

( 1) ( ) ( 1)

( 2) ( ) ( 1) ( 2)

( ) ( ) ( 1)

( 2) ( )

k k

k k k k k

k N k k N k k k N

k k k N

x k A x k B u k

x k A A x k A B u k B u k

x k N A A x k A A B u k A

A B u k B u k N

+ + +

+ + + − + + −

+ + + −

+ =    +

+ =      +   +

+ =         + 

    +    +

 

Also in [2], 𝑦(𝑘), the output prediction of future values (19), can be done by successive 

substitution that leads to the expression 
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( ) ( ) ( )y k C x k D u k=     

where 𝐶 ̃ and �̃� are given by  

 

2

1 2

,

N Np p N p

C AC B

C A B C B C A
D C

C A B C A B C B C A

 



− −



  

  
  

     = =   
  
          

 

 

and �̃�(𝑘), 𝑦 ̃(𝑘) are defined as 

 

 

( 1) ( )

( 1)( 2)
( ) , ( )

( 1)( ) p
p

y k u k

u ky k
y k u k

u k Ny k N

 +  
   

+ +  = =   
   
  + − +   

 . 

The MPC formulation for the normalized MPL systems is explained as follows. With �̂�(𝑘 + 𝑗) 

denotes the prediction of 𝑦(𝑘 + 𝑗) based on the state that is known in steps 𝑘 and  𝑁𝑝 is the 

prediction horizon, the Predictive Control Model for Max-Plus Linear system problems, called 

the MPL-MPC, is formulated as follows [2]: 

( ), ( ) ( ), ( )
min ( ( ), ( )) min ( ( )) ( ( ))out in

u k y k u k y k
J u k y k J y k J u k= +     (22) 

subject to,   

( ) ( ) ( ),y k C x k D u k=         (25) 

( ) ( ) ( ) ( ) ( ),E k u k F k y k h k+       (26) 

( ) 0u k j +   for 0,1, , 1pj N= −      (27) 

2 ( ) 0u k j +   for , , 1c pj N N= −     (28) 

where Δ𝑢(𝑘) = 𝑢(𝑘) − 𝑢(𝑘 − 1) and Δ2𝑢(𝑘) = Δ𝑢(𝑘) − Δ𝑢(𝑘 − 1) = 𝑢(𝑘) − 2𝑢(𝑘 − 1) +
𝑢(𝑘 − 2). Equation (26) reflects the constraints of the maximum line for the output stage at 

separated time of the input and output stage, (27) guarantees the nondecreasing input signal, 

and (28) is the constraint appeared from the control horizon 𝑁𝑐.  

 

Theorem 2 [19]. Let the mapping 𝑦 ̃ ⟶ 𝐹(𝑘)𝑦 ̃ be a monotonically non-decreasing function 

of 𝑦 ̃. Let (𝑢 ̃∗, 𝑦 ̃∗) be an optimal solution of the Predictive Control Model for Max-Plus Linear 

system problems. If we define 𝑦 ̃# = 𝐶 ̃ ⊗ 𝑥(𝑘) ⊕ �̃� ⊗ �̃�∗ then (𝑢 ̃∗, 𝑦 ̃#) is an optimal 

solution of the original Predictive Control Model for Max-Plus Linear system problems.  

 

The Predictive Control Model for MPL system problems can be written as a convex 

optimization problem. In general conditions, if the system is closed-loop system, controller will 

be piecewise affine in the state 𝑥(𝑘) and the reference 𝑟(𝑘). In this situation, all signals in the 

system must be maintained so that the system is stable. 

 

Definition 3 [23].  A discrete event system is called stable if all its buffer levels remain 

bounded. 
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Based on [12], The Predictive Control Model for Max-Plus Linear system problems is stable. 

The existence of a solution of the Predictive Control Model for Max-Plus Linear system 

problems at step 𝑘 problem can be verified by solving the system, which describes the feasible 

set of the problem. The theorem that explains the stabilizing nature of MPC control is explained 

as follows. 

Theorem 4 [20] Given a prediction horizon N such that 
1

mN
  , then  

a. The following inequalities hold  
,

,

( ) ( ) ( )

( ) ( ) ( )

c RHC N f

c RHC N f

u k u k u k

x k x k x k

  


 
 (29) 

Then it can be said the receding horizon controller stabilizes the system (29). 

b. If 1N =  then 
,1( ) ( )RHC fu k u k= . For two prediction horizon, 1 2N N  we have  

 
1 2

1 2

, ,

, ,

( ) ( )

( ) ( )

RHC N RHC N

RHC N RHC N

u k u k

x k x k

 



 

 

In the MPC application for production systems, there are several stages of completion, 

which are as follows: 

1. Knowing the arrangement of the scheme of the production machine that will be 

modeled from the input, processing, and output 

2. Modeling the production system according to the stages of the production machine and 

its processing time 

3. Obtain the MPL system modeled from the production system 

4. Obtain the predicted optimal time of the production system by applying MPC to the 

system. 

As well as in design MPC for MPL systems, in the design of production system, it is 

assumed that 𝑥(𝑘) is the state at step 𝑘, which is obtained based on measurements or estimates 

using previous measurements. Then, using equation (19) to suppose the process of changing 

the output proses for the input sequence 𝑢(𝑘),… , 𝑢(𝑘 + 𝑁𝑝 − 1), the steady-state problem can 

be written as 

2 2

1 1

|| ( | ) ( ) || || ( 1) || ,
p pN N

out in

j j

J J J y k j k r k j u k j 
= =

= + = + − + + + −   

with constraints  

𝑥(0) = 𝑥0,  

𝑥(𝑘 + 1) = 𝐴𝑘 ⊗ 𝑥(𝑘) ⊕ 𝐵𝑘 ⊗ 𝑢(𝑘), 

𝑥(𝑘) ∈ 𝕏,  

𝑢(𝑘) ∈ 𝕌,  

𝑥(𝑁) = 𝑥𝑠, 

𝑘 ∈ {0, 1, 2, … ,𝑁 − 1}. 
The prediction equation is obtained in the form of a vector, which is expressed as 

𝑦(𝑘) = 𝐶 ⊗ 𝑥(𝑘) ⊕ 𝐷 ⊗ 𝑢(𝑘) 

where  
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𝑦(𝑘) = [

𝑦(𝑘)
𝑦(𝑘 + 1)

⋮
𝑦(𝑘 + 𝑁 − 1)

] , 𝑢(𝑘) = [

𝑢(𝑘)
𝑢(𝑘 + 1)

⋮
𝑢(𝑘 + 𝑁 − 1)

],  

 

and where 𝐶 and 𝐷 are given by  

𝐶 = [

𝐶𝑘+1𝐴𝑘

𝐶𝑘+2𝐴𝑘+1𝐴𝑘

⋮
𝐶𝑘+𝑁𝐴𝑘+𝑁−1 …𝐴𝑘

] =

[
 
 
 

𝐶 ⊗ 𝐴

𝐶 ⊗ 𝐴⊗2

⋮

  𝐶 ⊗ 𝐴⊗𝑁
]
 
 
 
 

 

𝐷 = [

𝐶 ⊗ 𝐵 𝜀 ⋯     𝜀
𝐶 ⊗ 𝐴 ⊗ 𝐵 𝐶 ⊗ 𝐵 ⋯     𝜀

⋮

𝐶 ⊗ 𝐴⊗𝑁−1
⊗ 𝐵

⋮

𝐶 ⊗ 𝐴⊗𝑁−2
⊗ 𝐵

  
⋱
⋯

⋮
𝐶 ⊗ 𝐵

]. 

 

The next step is to use the output prediction equation that can be derived from the optimal input 

value. Consider the corresponding reference signal is as follows 

𝑅(𝑘 + 1) = [

𝑟(𝑘 + 1)
𝑟(𝑘 + 2)

⋮
𝑟(𝑘 + 𝑁)

]. 

The solution of this equation obtained by considering the desired control input 𝑈(𝑘 + 1) for 

the given reference signal is 

𝑅(𝑘 + 1) = 𝐶𝑥(𝑘) ⊕ 𝐷𝑢(𝑘 + 1). 

From the residual theory in the max-plus algebra, the solution of this equation by solving the 

transformed linear equation is given as 

𝐷𝑢(𝑘 + 1) = 𝑅(𝑘 + 1) ⊕ 𝐶𝑥(𝑘) 

that implicitly shows that the input shaped by 𝑅(𝑘 + 1) = 𝐶𝑥(𝑘) ⊕ 𝐷𝑢(𝑘 + 1) can produce a 

solution. The settlement of equation 𝐷𝑢(𝑘 + 1) = 𝑅(𝑘 + 1) ⊕ 𝐶𝑥(𝑘) is showed by utilizing 

the most excellent sub-solution method as follows: 

𝑢(𝑘 + 1) = D𝑇 ⊙ {𝑅(𝑘 + 1) ⊕ 𝐶x(k)} 
The system’s input used to predict within a specific time frame is determined by the receding 

horizon method. The first input of 𝑢(𝑘 + 1) from  𝑢(𝑘 + 1) = 𝐷𝑇 ⊙ {𝑅(𝑘 + 1) ⊕ Cx(k)} is 

used to the controlled system so that 

𝑢(𝑘 + 1) = [𝑒𝑝, 𝜖𝑝𝑝, 𝜖𝑝𝑝, … , 𝜖𝑝𝑝]𝑢(𝑘). 

The input after time step (𝑘 + 1)𝑡ℎ is determined by equation  
𝑢(𝑘 + 1) = [𝑒𝑝, 𝜖𝑝𝑝, 𝜖𝑝𝑝, … , 𝜖𝑝𝑝]𝑢(𝑘 + 1). From this result, feedback control on the change in 

the internal conditions occurred in the system can be realized. 

III. NUMERICAL EXPERIMENT RESULTS  

In this paper, we take a case study about the manufacturing system to consider the 

production system described in Fig 1. This was developed from [24] with a simple 

manufacturing system consisting of three processing units. The scheme in the production 

system proposed in this example is explained as follows. 
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We consider the production system of Fig. 1 that consists of four processing units: 𝑃1, 𝑃2, 𝑃3 

and 𝑃4. At 𝑃1 and 𝑃2 raw materials are processed and sent to 𝑃3 where assembly takes place. It 

is continued to process 𝑃4 as the last process in the production system. The processing time for 

𝑃1, 𝑃2, 𝑃3 and 𝑃4 are 𝑡𝑃1
= 8, 𝑡𝑃2

= 6, 𝑡𝑃3
= 4, and 𝑡𝑃4

= 3 time unit respectively. It takes 𝑡1 =

1 time unit for the raw material to get from the input source to 𝑃1, while 𝑡2 = 3 time units for 

the raw material to get from the input source to 𝑃2. Then for 𝑃1 toward 𝑃3 needs 𝑡3 = 2 time 

units, 𝑃2 toward 𝑃3 do not need time, and 𝑡7 = 4 time units for a finished product to be 

continued in next step. The processing unit can begin only if it finished the processing of the 

foregoing product, and it is assumed that for the arrangement time or transportation time in the 

processing unit is ignored. After all parts are available, then each processing unit starts to work 

immediately. The system is explained by the following space models [24]: 

𝑥(𝑘 + 1) = [

8 𝜀 𝜀 𝜀
𝜀 6 𝜀 𝜀
18
23

12
17

4
9

𝜀
3

] ⊗ 𝑥(𝑘) ⊕ [

1
3
11
16

] ⊗ 𝑢(𝑘 + 1), 

 

𝑦(𝑘) = [𝜀 𝜀 𝜀 7] ⊗ 𝑥(𝑘) 

with 𝑢(𝑘) is the time at which a batch of raw material is fed to the system for the (𝑘 + 1)𝑡ℎ 

time, 𝑥𝑖(𝑘) is the time at which 𝑃𝑖 starts working for the 𝑘𝑡ℎ time, and 𝑦(𝑘) is the time at which 

the 𝑘𝑡ℎ the finished product can leave the system. 

 

The evolution of the manufacturing system can be described by the state-space model above 

and the solution can be found by solving the MPL system via receding horizon method. The 

results of the closed-loop simulations are displayed in Fig. 2. Noted that MPC input could reach 

the steady-state behavior in a finite number of steps and is known that the condition is 

nondecreasing.  

 

 
Fig 1. Scheme for Manufacturing System. 

 

144 p-ISSN: 2621-6019 e-ISSN: 2621-6035https://doi.org/10.14710/jfma.v3i2.8605

JOURNAL OF FUNDAMENTAL MATHEMATICS
AND APPLICATIONS (JFMA) VOL. 3 NO. 2 (NOV 2020)

Available online at www.jfma.math.fsm.undip.ac.id



 

 

 

 

 

 

 

 

 

 
 

Figure 2. Numerical experiment results 

 

Based on Fig. 2,  two types of control are defined which are the feedback control and the 

Ultimately Constant Slope (UCS) control. Both of which are stabilizing [20]. The MPC control 

is employed between the feedback control and the UCS control for 𝑘 = 1,2,3, … ,10. It can be 

seen that at 𝑘 = 4, the state system, after controlled by MPC, is equal to the system equilibrium 

state. It can be also seen that the MPL system is Lyapunov stable in a finite step. 
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IV. CONCLUSIONS 

In this paper, Max-Plus Linear system model combined with model predictive control was 

successfully implemented to a production system. The MPL system model was developed from 

a production system that has job shop production process scheme. The predicted optimal time 

of the production system was obtained by inputting the MPL system parameter matrix along 

with the term and constraints that meet the MPC into the Matlab toolbox program. Based on 

the simulation results, the MPC can stabilize the MPL system for the production system model 

of a manufacturing company. 
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