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Abstract: In recent times, the detection of brain tumour is a common fatality in the field of the health community. Generally, the brain 
tumor is an abnormal mass of tissue where the cells grow up and increase uncontrollably, apparently unregulated by mechanisms that 
control cells. A number of techniques have been developed so far; however, the time consumption in detecting brain tumor is still a 
challenge in the field of image processing.  This paper intends to propose a new detection model even accurately. The model includes 
certain processes like Preprocessing, Segmentation, Feature Extraction and Classification. Particularly, two extreme processes like 
contrast enhancement and skull stripping are processed under initial phase, in the segmentation process, this paper uses Fuzzy Means 
Clustering (FCM) algorithm. Both Gray Level Co-occurrence Matrix (GLCM) as well as Gray-Level Run-Length Matrix (GRLM) features 
are extracted in feature extraction phase. Moreover, this paper uses Deep Belief Network (DBN) for classification. The DBN is  
integrated with the optimization approach, and hence this paper introduces the optimized DBN, for which Grey Wolf Optimization 
(GWO) is used here.  The proposed model is termed as GW-DBN model. The proposed model compares its performance over other 
conventional methods in terms of Accuracy, Specificity, Sensitivity, Precision, Negative Predictive Value (NPV), F1Score and Matthews 
Correlation Coefficient (MCC), False negative rate (FNR), False positive rate (FPR) and False Discovery Rate (FDR), and proven the 
superiority of proposed work. 
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I. INTRODUCTION 

In the human being, brain plays a vital part and it is 
an organ controls the activities of the whole body part. 
Next important fact is tumor growth, and the tumor is a 
uncontrolled production of cancerous cells especially in 
any of the body part, in which the brain tumor is an 
uncontrolled cancerous cells’ growth in brain. The brain 
tumor classification is of two types: benign or malignant 
brain tumor[1] [9] [10]. Here, benign brain tumor has a 
nature of consistency structure and has no cancer cells, 
but in malignant brain tumor, the structure is 
heterogeneous and presents cancer cells. Some of the 
examples of benign tumors are gliomas and 
meningiomas, whereas some of the examples of 
malignant tumors are glioblastoma and astrocytomas 
[13]. 

These tumors are very dangerous as they have the 
ability of destroying the brain cells, and hence it 
damages the cells by producing inflammation, and 
increasing stress within the skull. Image processing 

techniques are extensively used for the information 
extraction from the images. Image segmentation is one 
among them and can be described as the process of 
segmenting an image into non-intersecting regions [11] 
[14] [16]. The main goal of the classification process 
depends on the data types and applications. To detect an 
infected tumor area from the medical image, 
segmentation technique can be employed [12] [15] [18] 
[25]. Here, based on the characteristics namely contrast, 
color, brightness, texture, boundaries and gray levels in 
an image, the image can be separated into several 
regions. Brain tumor classification presents the 
separating process and classifying the tumor cells from 
the normal brain with the help of MR images or other 
medical modalities [17] [19]. 

If the deformity in the functioning of brain was 
recognized at early stage, then the brain disorders can be 
treated and thus can be prevented from several 
complications [20] [24]. There are many approaches to 
detect brain tumor, and most of the approaches include 
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diagnosing the brain tumor at the advanced stages [5] 
[21] [22]. Thus it is necessary to detect brain tumor at 
the early stage with a new technique called as Magnetic 
Resonance Imaging (MRI). This technique can be 
considered as the enhanced technique for accessing the 
tumor. MRI is regarded as the high resolution technique 
when compared with the CT and thus has no harmful 
effects. Even though the MRI images include several 
issues like intensity in-homogeneity, or dissimilar 
intensity ranges between the series. To eliminate these 
problems in MRI images, pre-processing techniques can 
be employed [3] [7] [23]. Thus using MRI, the internal 
structure of the body can be acquired in an invasive way. 
Thus, this technique can be very useful in medical 
modality for the detection of brain tumor and several 
other deformities. Thus it does not produce any damage 
to the healthy regions of the brain with its radiation 
during the detection process. 

This paper intends develops a new detection model 
that includes Preprocessing, Segmentation, Feature 
Extraction and Classification processes. Two extreme 
processes such as contrast enhancement and skull 
stripping are processed in the initial phase; then in the 
segmentation process, this paper aids FCM algorithm. 
Both GLCM and GRLM features are extracted in the 
phase of feature extraction. This paper uses DBN for 
classification. Here, DBN is integrated with the 
optimization approach, and hence this paper introduces 
the optimized DBN, for which GWO is used here. The 
further arrangement of paper is as follows: Section II 
reviews the literature work. Section III explains the 
proposed brain tumour detection model. Section IV 
explains the developed optimized detection model. 
Section V explains obtained results, and Section VI ends 
the paper. 

II. LITERATURE REVIEW 

Related Works 
In 2017, Javeria Amin et al. [1] have developed a 

distinctive approach to detect and classify brain. Here, 
different approaches have been employed for the 
segmentation of applicant lesion. In this, a features set 
was selected for every applicant lesion with respect to 
shape, texture, and intensity. At that position, support 
vector machine (SVM) classifier was employed with 
various cross validations on the features set to compare 
the precision of proposed framework. Thus the 
simulation outcomes have shown that the proposed 
approach could attain high accuracy, sensitivity, and 
specificity while comparing with the other conventional 
approaches. 

In 2015, Pawel Szwarc et al. [2] have implemented a 
new multi-stage automatic approach for the detection of 
brain and the assessment of neovasculature. Here, the 
symmetry of the brain was demoralized for registering 
the MRI series. Then the region of interest was inhibited 
with the tumor and peritumoral regions with respect to 
the intracranial structures using FLAIR (Fluid Light 
Attenuation Inversion Recovery) series. Furthermore, 
the detection of improved lesions (contrast) from the 
differential images has happened, and this was from 
either before and after the administration of contrast 

medium. Lastly, there has an estimation of 
vascularisation that depending on the Regional Cerebral 
Blood Volume (RCBV) perfusion maps. Here, three types 
of brain tumors such as HG gliomas, metastases and 
meningiomas can be used for the evaluation process. 
From the experimental result, it was clear that the 
sensitivity and specificity of the contrast lesion detection 
were better when comparing with other manual 
delineation methods. 

In 2015, Shang-Ling Jui et al. [3] have formulated an 
enhanced feature extraction approach for the 
improvement in the correlation among the structural 
deformation and the compressed brain growth. Here, a 
3-dimensional inflexible registration and deformation 
modeling techniques were used for measuring lateral 
ventricular (LaV) deformation in the MRI images. Thus 
by verifying the locations in these extracted features, 
segmentation can be done using various classification 
techniques. Hence the proposed components were 
obtained with promising results with high accuracy than 
the other techniques. 

In 2015, V. Anitha and S. Murugavalli [4] have 
proposed a two-tier classifier with adaptive 
segmentation for the classification of brain. Here, a self-
organized neural network was used with the discrete 
wavelet transform for the extraction of features, and 
thus the resultant factors were then trained using K- 
nearest neighbor and finally the testing procedure can be 
done in two phases. This method classifies the brain 
tumor with double training process and thus gives better 
performance than the other existing approaches. 

In 2016, Solmaz Abbasi and Farshad Tajeripour [5] 
have introduced a brain tumor detection automatically 
in 3D images. First, there performed the preprocessing 
work, and in this, the correction of bias field and 
matching histogram were employed. Next, the ‘Region of 
Interest’ was recognized and alienated, which was from 
Flair image’s background. Additionally, there employed 
Local binary pattern and histogram of orientation 
gradients as the learning features. Thus from the 
investigational results, it was shown that this approach 
was better in identifying brain tumor when comparing 
with the other techniques. 

In 2014, Quratul Ain et al. [6] have developed a 
multi-stage system for the detection of brain and the 
extraction of regions in the brain. First, pre-processing 
can be done for the removal of noise in the MRI brain 
images. Then classification can be done for the feature 
extracted images using SVM classifier. After 
classification, the skull region was removed and 
extracted from the brain region. Then the separation of 
affected cells from the normal brain cells was done using 
FCM clustering. From the experimental analysis, it was 
clear that the region was extracted accurately with 
better performance. 

In 2015, P. Shantha Kumar and P. Ganesh Kumar [7] 
have formulated an adaptive neuro-fuzzy inference 
system (ANFIS) with respect to a selection range that is 
automated seed point selection range. The intensity of 
pixels in the images was independent on the selection 
range, and thus the segmentation results were computed 
depending on the criteria such as overlap fraction, 
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similarity index, extra fraction as well as positive 
predictive value. Thus from the experimental analysis, it 
was clear that this approach performs better while 
comparing with the other conventional approaches. 

In 2017, Taranjit Kaur et al. [8] have introduced a 
new approach for the classification of the glioma brain 
tumor magnetic resonance (MR) image into both grades 
(low and high-grade) types. This feature was extracted 
via enhanced complete ensemble empirical mode 
decomposition with adaptive noise (CEEMDAN) and 
Hilbert transformation approach. This feature has used 
the signals obtained from the mapping of fluid 
attenuation inversion reconstructed region onto 
enhanced MRI images. CEEMDAN approach was used for 
the decomposition of signals into several intrinsic mode 
functions, and similarly, Hilbert transformation was used 
for the evaluation of intrinsic mode function with better 
visualization. Thus finally these features were utilized 
for the classification of brain tumor and thus yield 
overall classification efficiency when comparing with the 
other approaches. 

 
Review 

The literature has come out with several techniques 
for the detection and classification of brain tumor (Table 
I). However, they require more enhancements because of 
the low performance in the classification process. The 
SVM classifier used in [1] provides accurate detection of 
tumor pixels by performing morphological operations 
for the identification of edges in the brain. But it cannot 
provide complete information regarding the anomalous 

region in the brain. Moreover, the FLAIR series used in 
[2] can be used for the analysis of registration of MR 
series and the neovasculature by extracting the 
intracranial region of interest. But it was susceptible to 
errors in the segmentation of lesions. Furthermore, 3-D 
intracranial structure deformation features employed in 
[3] can be used to get the shape variation of the lateral 
ventricles and thus compression can be done in the 
normal intracranial structures for the detection of 
tumor. But it produces irrelevancy in the features of the 
images. The two-tier classifier used in [4] can be used to 
classify the brain tumor depending on the double 
training process and thus eliminates the noise from the 
image; still, it includes several complexities in selecting 
the features from the image. The Local Binary Patterns 
and Histogram Orientation Gradient used in [5] can be 
used for the identification and separation of ROI from 
the background of the image, but there occurs 
degradation in the performance during the detection of 
tumor. FCM and ensemble based SVM classifier used in 
[6] can be employed for the extraction of texture 
features from the noise-free images for the detection and 
classification of tumors. But it cannot deal with some of 
the issues that occurred in the image. ANFIS used in [7] 
can be used to differentiate the abnormal tumor cells 
from the healthy brain cells, but it was susceptible to 
inter-expert variability. CEEMDAN and Hilbert 
transformation used in [8] can be used to calculate the 
quantitative metrics for the classification of tumor cells, 
but the performance obtained during the classification 
process is very low. 

 
Table 1:  Features and challenges of brain tumor detection and classification techniques 

 
 

Author [Citation] 
 

 
Adopted Methodology 

 
Features  

 
Challenges  

Javeria Amin et al. [1] SVM classifier  Accurate detection of 
tumor pixels. 

 Performs 
morphological 
operations by 
identifying the edges 
of the brain. 

 Low quantitative 
accuracy. 

 Cannot provide 
whole information 
related to the 
anomalous region.  

Pawel Szwarc et al. [2]  FLAIR series  Analysis of the 
registration of MR 
series. 

 Extraction of the 
intracranial region of 
interest. 

 Analysis of 
neovasculature in 
the suspected areas. 

 Susceptible to errors 
in segmentation of 
lesions. 

 Less accuracy rate 
 

Shang-Ling Jui et al. [3] 3-Dimensional 
intracranial structure 
deformation features 

 Retrieves the shape 
variation of lateral 
ventricles. 

 Compression of 
normal intracranial 
structures can be 
done. 

 Shape of the lateral 
ventricles was 
diversified. 

 Produces irrelevancy 
in the features. 
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V. Anitha and S. 
Murugavalli [4] 

Two tier classifier 
 

 Classifies the brain 
tumor in double 
training process 

 Eliminates noise and 
stripes the skull from 
the image. 

 High system 
performance. 

 

 Complexity in 
selecting the 
features. 

 Classification 
accuracy was low for 
the real images. 

 

Solmaz Abbasi and 
Farshad Tajeripour [5] 

Local Binary Patterns 
and Histogram 

Orientation 
Gradient 

 Pre-processing of the 
image can be done. 

 Identification and 
separation of ROI 
from the background 
of the image.  

 Degradation in the 
performance of 
tumor detection 

 Less accuracy rate. 

Quratul Ain et al. [6] FCM and ensemble based 
SVM classifier  

 Extraction of texture 
features from the 
noise-free images. 

 Extraction and 
separation of tumor 
region from the 
normal brain cells. 

 Cannot deal with 
some of the issues in 
the images  

 Very low-intensity 
values. 

 

P. Shantha Kumar and P. 
Ganesh Kumar [7] 

ANFIS  Differentiates the 
abnormal tumor 
cells from the 
healthy brain cells. 

 Seems to be an 
effective technique. 

 Susceptible to inter-
expert variability. 

 Increasing 
computation need. 

Taranjit Kaur et al. [8] CEEMDAN  and Hilbert 
transformation 

 Calculates the 
quantitative metrics 
for the classification 
of tumor cells. 

 Calculates the 
density measure 
from the formulated 
density vector.  

 Less proximity limit. 
 Decrease in 

classification 
performance. 

 

 
III. WORKING STRATEGY OF PROPOSED BRAIN 

TUMOUR DETECTION 
The architecture of proposed model is shown in Fig 

1. The input will be the MRI brain image. Four major 
contributions of this work are (i) Preprocessing (ii) 
Segmentation (iii) Feature Extraction and (iv)  
Classification. In the pre-processing stage, there 
performs two process include contrast enhancement and 
skull stripping.  Under the contrast enhancement, high 
contrast regions can be easily detected. Meanwhile, as 
doing the skull stripping, the non-brain tissues like skull, 
scalp, dura, eyes will be removed. The resultant pre-
processed image is given for segmentation process using 
FCM, in which it segments the images into four clusters 
specifically white matter, grey matter, Cerebrospinal 
fluid (CSF) and the abnormal tumour regions. Then the 
segmented tumor image, is subjected to feature 
extraction process. Both the GLCM and GLRM are used to 
extract the texture features. Finally, the extracted 
features are given for optimized DBN classification, in 
which the optimization of features and number of hidden 
layers are done via GWO optimization algorithm. The 
classification results the output image in two criteria: 
normal and abnormal in terms of higher accuracy. 

 
 

Fig 1: Architecture of proposed brain tumour 
detection 
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Preprocessing 
This is the initial process, where the contrast 

enhancement and skull stripping process is performed. 
Contrast enhancement: The contrast of resized 

input image I is improved in this step. The specific 
process adjusts the  intensity of image [26] and therefore 
the visibility of image gets highly enhanced by adopting 
relative darkness and brightness of I, which is specified 
in Eq. (1), where denotes the contrast enhancement of 
image. Thus, the present I converts into new grey level 
image. The contrast-enhanced image is denoted as Ic. 

 
     
 

outlow
outlowouthigh

gammainlowinhighinlowI
COI C _

__*

^__/_















 
Skull stripping [27]: This is a vital pre-processing 

approach, which eradicates the skull part from the brain 
image. The working principle of skull-stripping is given 
below: 

(1)Read the contrast-enhanced image, CI . 
(2)Binarize the image and get the binarized image as 

C

binI , )( CC

bin IonbinarizatiI  . 

(3)Identify the highly related component 1c  from 

C

binI .  

(4)Dilate 1c  with 3˟3square structuring element 

2SE , 211̂ SEcc  .  

(5)Fill the holes in the final image (resultant image) 
as in Eq. (2). 

 Continue until 
1ˆ1ˆ1

ˆˆ



kk

cc  

         C

ckk
ISEcc 

 21ˆ1ˆ1
ˆ    (2) 

(6) Image regions are segmented from the original 

image CI  with respect to 
k

c ˆ1
ˆ , and obtain the skull 

stripped image as the preprocessed image pI . 

 
Segmentation 

FCM [41] is an algorithm that is particularly utilized 
for image segmentation. In this paper, the resultant pI  is 

given as the input to FCM. The segmentation is achieved 
by separating the image spaces into numerous cluster 
regions with same image’s pixels values. The traditional 
FCM is as follows: 

Step (1) Select the arbitrary centroid at least 2 and 
put random values. 

Step (2) Evaluate the membership matrix as in Eq. 
(3), where 1m  and cl  is the cluster’s number. 

   

 





















cl

k

m

ki

ji

ij

clx

clx

ME

1ˆ

1

2

ˆ

||

1
  (3) 

Step (3) Evaluate the cluster center as in Eq. (4). 

   










m

i

m

ij

m

i i

m

ij

ME

xME
cc

1

1    (4) 

Step (4) If    kk cccc
ˆ1ˆ

 then stop, otherwise go to 

step 2. 

The segmented image SI  is subjected for extracting 
features. 
 
Feature Extraction 

For any image processing technique, feature 
extraction is considered a major process, and in this 
paper, GLCM features with GRLM features are extracted 

from SI . 
GLCM [29] is defined as a procedure that extracts 

the second order statistical texture features. The 
procedure models the relationship between pixels that 
present in region by constructing GLCM This algorithm is 
on the basis of inference of second order mutual limited 
functions (Probability Density Functions),  ,|, dimnpr  

for varied direction 135,90,45,0 , so on, and the 

unlike distance di =1, 2, 3, 4 and 5.  The  ,|, dimnpr  

function is the probability with 2 pixels that are placed in 
an inter-sample distance di  and   direction, which also 
has the grey level n  and m . Here, the spatial relationship 

is determined in correspondence with di   and  . If the 
present texture is coarse, and di   is small, the pixels pair 

at di   must has same gray values. Conversely, for the fine 
texture, the pixel couple at di  must often is quite unlike, 

and hence the value in GLCM must be stretching out 
moderately and uniformly. In the same way, if the 
available texture is coarser in a single direction over 
another, then the degree of values spread about the 
major diagonal in GLCM must differ with   Fig 2 

illustrates the development of GLCM of grey-level, g  (4 

levels) image at  di = 1 and  = 0°. 

 

 
 

Fig 2: (a) Image with 4 grey level 2 (b) GLCM for di

=1 and  = 0⁰ 
 

Fig 2(a), the box denotes the pixel-intensity 0 with 
pixel intensity 1 since its neighbour is in   =0⁰. There 

exist two incidence of this pixel pair. So, the GLCM matrix 
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produced with value 2 in row 0 and column 1. This 
procedure is continued for additional intensity value 
pair. With this effect, the pixel matrix illustrated in Fig 
2(a) could be changed into GLCM as given in Fig 2(b). 
Further to the direction (0⁰), GLCM could be formed for 
all other directions 45⁰, 90⁰, and 135⁰ as represented in 
Fig 3. 

 
 

Fig 3: Directions 45⁰, 90⁰ and 135⁰ 
 
GLCM matrix is the assessment of the second order 

joint conditional probability, co  of one gray level y  to 

another gray level  z  with inter-sample distance di  and 

the given direction by angle . The GLCM features are 
given in Table 2. 

 
Table 2: GLCM features 

 
Features Formulas 

Energy  
zy

zycoEN
,

2
,

 
Contrast     

zy

zycozyCON
,

2
,

 
Entropy      

zy

zycozycoENT
,

2 ,log,

 
Variance   yz

y z

giVAR  
2


;  is mean 

Homogenei
ty  





y z

yzg
zy

HOM
2

1

1

 
Correlation  

ji

y z
jiyzgyz

COR


 



 
Sum 

average  



gN

y
ji yygSA

2

2  
Sum 

Entropy     





g

ji

N

y
ji ygygSE

2

2

log

 
Sum 

Variance    



gN

y
ji ygSAySV

2

2

2

 
Difference 
variance 

jigofienceianceDifference  varvar
 

Difference 
entropy     ygygEntropyDifference ji

N

y
ji

g






 log

1

0

 
 
GRLM: GRLM [29] is a matrix, which gives the 

texture features for the analysis of texture. This is the 
process of searching image, always on given direction, 
for runs of pixels having the similar value of gray level. 
The Run length is the count of neighboring pixels that 

have the same grey intensity in a specific direction. 
GRLM matrix is a 2-dimensional matrix, in which each 

element is the count of elements j with i intensity, in 

direction. Hence, given a direction, the run-length matrix 
measures for each acceptable gray level value how many 
times there are runs of. GRLM matrix is as given in Eq. 

(5), where
gU denotes the utmost grey level, 

maxL

denotes the maximum length. In GRLM, a run-length 

matrix
 jiM R ,

 and grey level length
 jiM g ,

is 

determined as the number of runs with pixel of both i

grey level and j run length in numerous directions for 

image. RN
denotes the number of runs and pN

denotes 
the number of pixels. The GRLM features are in Table III. 

 

               max0,0,|, LjUijig g    (5) 
 

Table 3: GRLM features 
 

Features Formulas 
Short Run Emphasis  





N

j

R

R j

jM

N
SRE

1
2

1

;  
Long Run Emphasis 
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


N

j
R

R

jjM
N

LRE
1

21

 
Grey level non-

uniformity 
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


K

i
g

R

iM
N

GLN
1

21

 
Run percentage 

p

R

N

N
RP 

 
Low grey level run 

emphasis 
 





K

i

g

R i

iM

N
LGRE

1
2

1

 
High grey level run 

emphasis 
 




K

i
g

R

iiM
N

MGRE
1

21

 
Short run Low grey 

level emphasis 
 


  


K

i

N

jR ji
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Classification 

The features F are given as the input to DBN 
classifier. DBN [36] model is a renowned intelligent 
approach established in 1986. Normally, it comprises of 
multiple layers, and each layer has visible neurons that 
establish the input layer, and hidden neurons form the 
output layer. Additionally, there has a deep connection 
with hidden and input neurons; however there was no 
connection between hidden neurons and no connections 
are available in the visible neurons. The connection 
between visible and hidden neurons is symmetric as well 
as exclusive. This respective neuron model determines 
an accurate output for the input. As the stochastic 
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neurons’ output in Boltzmann network is probabilistic, 
Eq. (6) specifies the output and Eq. (7) gives the 

possibility in sigmoid-shaped function, where 
Pt

specifies the pseudo-temperature. The deterministic 
approach of stochastic model is given in Eq. (8). 
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The diagrammatic illustration of DBN model is in 

Fig. 4, where the feature extraction process takes place 
by a set of RBM layers and the classification process 
takes place using Multi-Layer Perceptron (MLP). The 
mathematical approach exposes the energy of 
Boltzmann machine for the formation of neuron or 

binary state bi , which is given in Eq. (9), where law ,

specifies the weights between neurons and a denotes 
the biases. 

  ala
l

aa wbibiE   ,

           (9) 
 
The descriptions of energy regarding the joint 

composition of visible and hidden neurons 
 yx,

are 
given in Eq. (10), Eq. (11) and Eq. (12). From the stated 

descriptions, ax
denotes either the binary or neuron 

state of a visible unit, lW
refers to the binary state of l

hidden unit, and ak
and aW

denotes the biases that 
applied in the network. 
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                    (12) 
The possibility dissemination of input data is 

encoded into weight (parameters), and it is spread as the 
learning pattern of RBM. RBM training can achieve the 
dispersed possibilities, and the subsequent weight 
assignment is determined by Eq. (13). 

   xcw
NxwM




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ˆ
ˆ maxˆ

                                                      (13) 

For all pair of visible and hidden vectors  hix,


, the 
possibility assigned RBM model is defined in Eq. (14), 

where 
FPA specifies the partition function as in Eq. (15). 
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Fig 4: Architecture of DBN model 
 
This model uses Contrastive Divergence (CD) 

learning as the gaining of sampling expectations is a 
complex process under distribution. The CD algorithm 
steps are as follows:  

Step 1: Select the x training samples and brace it 
into visible neurons. 

Step 2: Assess the possibilities of hidden neurons yc

by finding the product of ŵ weight matrix and visible 

vector x as
 wxcy

ˆ.
 based on Eq. (16). 

  







 

a
laall wxWxyc ,|1 



                            (16) 

Step 3: Observe the y  hidden states from yc
 

probabilities. 

Step 4: Assess the x exterior product of vectors and

yc
, which are considered as positive gradient

Pt

ycx.
. 

Step 5: Inspect the reconstruction of x visible states 

from y  hidden states as in Eq. (17). Furthermore, it is 

required to examine 
y 

 hidden states from the 

reconstruction of x .  

  







 

a
lalal wxkyxc ,|1 



                             (17) 

Step 6: Assess the exterior product of x and
y 

, by it 

as negative gradient
Ptyx  .

. 
Step 7: Determine the updated weight as in Eq. (18), 

where  specifies the learning rate. 

   ŵ                                                     (18) 
Step 8: Eq. (19) gives the weight update with new 

values. 

lalala www ,,, 
                                                  (19) 

Before beginning the learning process by MLP 

algorithm, consider 
 MM RN

ˆˆ
,

 training patterns, where 

M̂ specifies the number of training patterns, OM  ˆ1 , 
MN
ˆ

and 
MR
ˆ

are the input vector and desired output 
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vectors, respectively. Each neuron error in l of output 
layer is shown in Eq. (20). 

MMM

l RNe
ˆˆˆ


                                                              (20) 

Thus, Eq. (20) gives the squared error of M̂ pattern 
followed by MSE (Mean Squared Error) as in Eq. (21). 
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The subsequent steps give the process of DBN 
training with RBM training (pre-training) and MLP 
training (normal). 

Step 1: DBN model is initialized with weights, biases 
and other related parameters that are randomly chosen.  

Step 2: Initially, RBM model initialization processed 
with the input data, which serves the potentials in its 
visible neurons and conveys the unsupervised learning. 

Step 3: The input to the consequent layer is 
conquered by sampling the potentials, which progressed 
in the hidden neurons of the previous layer. 
Furthermore, it follows the unsupervised learning. 

Step 4: The aforementioned steps are continued for 
a particular number of layers. Thus the pre-training 
stage by RBM is done till it touches the MLP layer. 

Step 5: MLP phase denotes the offered learning by 
supervised format, and it sustained till it achieves the 
target error rate. 

The classifier outputs the respective detection of the 
existence of tumour in brain image with respect to high 
accuracy rate. 

 
IV. PROPOSED OPTIMIZED DETECTION MODEL 
 

Solution Encoding and objective function 
The solution encoding of the proposed GW-DBN 

model is given in Fig 5. This solution will be the input to 
GWO algorithm, which gives the optimal result for 
detecting brain tumour in image. 

 

 
Fig 5: Architecture of DBN model 

 

The objective function, O  of proposed model is in Eq. 
(23). 

 AccuracyDBNMaxO 
    (23) 

 
Grey Wolf Optimization 

This paper uses GWO to optimize the obtained 

features F along the hidden neurons of DBN. GWO [30] is 
a renowned meta-heuristic algorithm that mimics both 
the leadership and hunting mechanism of grey wolves. 
GWO includes four different levels: the first level is the 

alpha , the wolves are specified as the leaders of the 
troop (either male and female). They also have the 
power of taking decisions related to the hunting, walking 
time, sleeping place, and so on. The second level is 

termed as beta   that aids in taking decisions. The 

third level is termed as delta , and it is called as 
subordinates. Finally, the last level is omega , and it is 
named as the scapegoat. In GWO algorithm all the three

 ,  and  guides in hunting procedure. 
The mathematically model of encircling behavior is 

in Eq. (24). 

   trXtrXBA P


|    (24) 

    ACtrXtrX P


1    (25) 

where tr denotes the present iteration, C


and B


denotes the coefficient vectors, 
PX


refers to the position 

vector of prey, X


specifies the position vector of grey 

wolf. The assessment of C


and B


is defined in Eq.(26) 

and Eq. (27), where mi is linearly minimized from 2 to 0, 

1v


and 2v


are the random vectors in the range [0,1].   

mivmiC  12


    (26) 

22 vB

      (27) 

Generally,  guides the hunting process. The leading 
three best solutions are saved from the search space, and 
the respective update strategy is assessed as in Eq. (28), 
(29) and (30). 

|||,||,| 321 XXBAXXBAXXBA

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       (28) 
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 332211 ,,

        (29) 

 
3

1 321 XXX
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 


   (30) 

 
Algorithm 1: Pseudo code of GWO  

Population Initialization 
 jiX i ,.....2,1

 

Initialize BCmi ,,  
Fitness calculation of each search agent 

X
is the best search agent 

X
represents the second best search agent 

X
is the third best agent 

While(
trMtr  :

trM Maximum iteration) 
 For(each search agent) 
  Position update of search agent as in Eq. (30) 
 End for 
 Update Cmi , and B  
 Fitness assessment of each search agent 
 

Update X
, X

 and X
 

 1 trtr  
End while 

Return X
, which is the optimal feature and hidden 

neuron 
 

The final , 


and   position might be the random 
position in the search space. Algorithm 1 shows the 
pseudo code of GWO. The final position will be the 
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optimal feature and hidden neuron that highly works for 
the optimal detection of brain tumor. 

V. RESULTS AND DISCUSSIONS 

Experimental Setup 
The proposed brain tumor detection using MR image 

was implemented in MATLAB 2014a. The used database 
from URL 
(https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4833
122/ ) consists of both normal and abnormal images. 
Especially, the dataset presents 29 normal images and 
29 abnormal images. The proposed algorithm compares 
its performance over conventional algorithms like NB 
[33], SVM [34], NN [35], DBN [36] and conventional 
optimization algorithms like GA [37], PSO [38], ABC [39] 
and FF [40], respectively by varying the learning 
percentage to 30, 50, 60, 70 and 80. 

 
Performance Analysis 

In this section, the performance of the proposed 
method is proven over the conventional classifiers like 
NB, SVM, NN and conventional DBN by varying the 
learning percentage to 30, 50, 60, 70 and 80. The 
analytical result is shown in Fig 5. Here, Fig 5. (a) gives 
the accuracy result of the proposed model over 
conventional methods. From the graph, it is proven that 
the proposed method has attained better performance in 
terms of accuracy (for all learning percentage). 
Especially, for learning percentage, 30%, the proposed 
GW-DBN is 9.41%, 16.24%, 16.90% and 16.41% better 
from the conventional methods like DBN, NN, SVM, and 
NB, respectively. For 60% learning, the proposed GW-
DBN is 0.67%, 6.17%, 19.54% and 65.81% better than 
DBN, NN, SVM, and NB, respectively. For learning 
percentage, 70%, the accuracy of proposed method is 
0.74%, 3.65%, 13.32% and 62.61% better than DBN, NN, 
SVM, and NB, respectively. The proposed method attains 
better sensitivity than the conventional methods, which 
is evident in Fig 5 (b). Fig 5 (b) shows that for 30% 
learning, the proposed method is 0.60%, 27.48%, and 
0.49% better than conventional DBN, NN, SVM, and NB, 
respectively. For 50% learning, the proposed method is 
0.11% better than DBN and 14.18% better than NN 
methods. For 60% learning, the proposed method gives 
the superior sensitivity rate, which is 2.46% superior to 
NN, 45.79% superior to SVM and 27.30% superior to NB 
methods. For 70% learning, the proposed method is 
4.38%, 42.79%, and 43.85% better from NN, SVM, and 
NB, respectively.  

Further, the proposed method attains higher 
specificity than the other methods. Especially for 30% 
learning, the proposed method is 7.78%, 4.26%, 30.79% 
and 63.82% better than the methods like DBN, NN, SVM, 
and NB, respectively. For 50% learning, the proposed 
method gives higher performance, which is 1.43%, 
6.34%, 1.66% and 40.76% better than DBN, NN, SVM, 
and NB, respectively. For 60% learning, the proposed 
method is 38.75%, 6.15%, 0.94% and 50.96% better 
than DBN, NN, SVM, and NB, respectively. For learning 
percentage, 70%, the performance of proposed method 
is 11.01%, 11.56%, 0.39% and 61.36% better than DBN, 
NN, SVM, and NB, respectively. The precision of 

proposed method is highly enhanced than the 
conventional methods, which is shown in Fig 5 (d). Here, 
for 30% learning, the performance of proposed method 
is 11.47%, 14.13%, 23.04% and 36.80% better than the 
conventional methods like DBN, NN, SVM, and NB, 
respectively. For 50% learning, the precision of 
proposed method is 0.17%, 9.96%, 0.79% and 82.10% 
superior to DBN, NN, SVM, and NB, respectively. For 60% 
learning, the proposed method is 10.35%, 5.502%, 
0.60% and 71.89% better than DBN, NN, SVM, and NB, 
respectively. For 70% learning, the proposed method is 
10.55%, 13.64%, 0.97% and 84.78% better from DBN, 
NN, SVM, and NB, respectively. 

The FNR of proposed method is very low, and for 
30% learning, the proposed method is 98.57%, 22.44%, 
and 3.02% better from DBN, NN and SVM, respectively. 
For 50% learning, the proposed method is 3.20%, 
34.21%, 6.54%, and 67.79% better than DBN, NN, SVM, 
and NB, respectively. For 60% learning, the proposed 
method is 86.17%, 66.12%, and 54.14% superior to the 
methods like NN, SVM, and NB, respectively. For 70% 
learning, the proposed method is 15.53%, 70.29%, and 
55.40% better from NN, SVM, and NB, respectively. The 
NPV of proposed method is highly improved than the 
conventional methods, which is illustrated in the graph 
Fig 5 (g). The NPV of proposed method for 30% learning 
is 22.33%, 10.28%, 39.73% and 65.84% better than 
DBN, NN, SVM, and NB, respectively. For 50% learning, 
the NPV of proposed method is 0.89%, 8.10%, 1.05% 
and 37.07% superior to DBN, NN, SVM, and NB, 
respectively. For 60% learning, the proposed method is 
9.88%, 5.87%, 1.24% and 99.17% better than DBN, NN, 
SVM, and NB, respectively. For 70% learning, the NPV of 
proposed method is 11.48%, 12.17%, 0.68%, 60.97% 
better from the methods like DBN, NN, SVM, and NB, 
respectively. The FDR of proposed method is gradually 
minimized than the conventional methods, which is 
shown in Fig 5 (h). From the graph, it is evident that for 
30% learning, the proposed method is 33.22%, 35.34%, 
48.88%, and 56.93% superior to DBN, NN, SVM, and NB, 
respectively. For 50% learning, the proposed method is 
4.87%, 92.06%, 16.12% and 98.19% better than DBN, 
NN, SVM, and NB, respectively. For 60% learning, the 
attained FDR of proposed method is 95.36%, 93.47%, 
58.69% and 98.26% better from DBN, NN, SVM, and NB, 
respectively. For 70% learning, the FDR of proposed 
method is 96.24%, 96.85%, 45.12% and 99.07% better 
than DBN, NN, SVM, and NB, respectively. 

Similarly, the performance of proposed method in 
terms of MCC is shown in Fig 5 (j). It is evident that for 
30% learning, the proposed method is 35.89%, 70.96%, 
76.66% and 26.19% better from DBN, NN, SVM, and NB, 
respectively. For 50% learning, the performance of 
proposed method in terms of MCC is 1.28%, 27.41%, 
2.59%, 2.59% and 81.01% better from DBN, NN, SVM, 
and NB, respectively. For 60% learning, the MCC of 
proposed method is 2.17%, 8.04%, 44.61% and 80.85% 
better from DBN, NN, SVM, and NB, respectively. For 
70% learning, the proposed method is 3.57%, 22.53%, 
27.94% and 91.95% better than DBN, NN, SVM, and NB, 
respectively. Thus, the observation proves the 

http://issn.pdii.lipi.go.id/data/1457578073.png


Internat. J. Eng. Ed.  Vol. 1(1)2019:9-23, A. Geetha, N. Gomathi 

18 
IJEE, Vol. 1(1), June 2019 – ISSN : 2540-9808 

superiority of proposed method in terms of accurate 
diagnosing. 
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Fig 6: Analytical result of proposed GW-DBN over conventional classifiers by varying the learning 

percentage (a) Accuracy (b) Sensitivity (c) Specificity (d) Precision (e) FPR (f) FNR (g) NPV (h) FDR (i) 
F1Score (j) MCC 

 
Effectiveness of GWO 

Fig 6 illustrates the performance of GW-DBN 
algorithm over other conventional algorithms like GA-
DBN, PS-DBN, ABC-DBN, and FF-DBN. Fig 6 (a) gives the 
accuracy performance of proposed approach. Here, for 
50% learning, it is evident that the proposed method is 
0.13%, 15.28%, 8.17% and 79.80% better than the 
conventional methods like FF-DBN, ABC-DBN, PS-DBN, 
GA-DBN, respectively. For 60% learning, the accuracy of 
proposed method is 7.99%, 0.32%, 8.12% and 94.13% 
superior to FF-DBN, ABC-DBN, PS-DBN, GA-DBN, 
respectively. For 70% learning, the accuracy of proposed 
method is 2.41%, 0.64%, 3.91% and 5.48% better from 
the methods like FF-DBN, ABC-DBN, PS-DBN, GA-DBN, 
respectively. The specificity of proposed approach as 
shown in Fig 6 (c) reviews that for 50% learning, the 
proposed method is 0.63%, 27.06%, 8.54% and 0.41% 
better than FF-DBN, ABC-DBN, PS-DBN, GA-DBN, 
respectively. For 60% learning, the developed GW-DBN 
is 22.01%, 9.07%, 21.62% and 0.83% superior to FF-
DBN, ABC-DBN, PS-DBN, GA-DBN, respectively. For 70% 
learning, the proposed GW-DBN is 0.86% better than FF-
DBN, 1.07% better than ABC-DBN, 35.63% better than 
PS-DBN and 37.97% better than GA-DBN.  

Moreover, the proposed approach has attained less 
FDR, and the result is clearly demonstrated in Fig (e). 
For the learning percentage 30%, the proposed method 
is 38.76%, 46.99%, and 70.43% better than FF-DBN, 
ABC-DBN, GA-DBN, respectively. For 50%, the proposed 
method attains less FPR, which is 92.45%, 99.81%, 
99.51% and 93.65% superior to FF-DBN, ABC-DBN, PS-
DBN, GA-DBN, respectively. For 60% learning, the 
developed method is 97.76%, 96.24%, 97.75% and 
47.43% better from the methods like FF-DBN, ABC-DBN, 
PS-DBN, GA-DBN, respectively. FDR result of both 

proposed and conventional approaches are shown in Fig 
6. (h). The graph shows that for 30% learning, the 
proposed method attains better results, which is 3.92%, 
35.51%, and 42.97% better than FF-DBN, ABC-DBN, GA-
DBN, respectively. For 50% learning, the proposed 
approach is 64.81%, 99.15%, 97.98% and 45.71% 
superior to the approaches like FF-DBN, ABC-DBN, PS-
DBN, GA-DBN, respectively. For 60% learning, the 
proposed approach is 96.47%, 93.88%, 96.23% and 
41.93% better from the conventional FF-DBN, ABC-DBN, 
PS-DBN, GA-DBN, respectively. The F1Score 
performance of proposed model is illustrated in Fig 6 (i). 
For 50% percentage, the proposed approach is 0.72% 
better than FF-DBN, 12.67% better from ABC-DBN and 
5.61% superior to PS-DBN. For 60% learning, the 
proposed GW-DBN is 4.85% superior to FF-DBN, 3.43% 
better than ABC-DBN and 5.24% better from PS-DBN. 
For 70% learning, the proposed method is 2.64%, 1.26%, 
4.84% and 5.73% better from FF-DBN, ABC-DBN, PS-
DBN, GA-DBN, respectively. The MCC of proposed 
approach is given in Fig 6 (j). From the given graph, it is 
clear that the proposed method for 50% learning is 
1.23%, 43.85%, and 13.85% better than FF-DBN, ABC-
DBN, PS-DBN, respectively.  For 60% learning, the 
proposed approach is 9.52%, 3.37% and 10.84% 
superior to FF-DBN, ABC-DBN, PS-DBN, respectively. For 
70% learning, the proposed method has attained high 
MCC, which is 1.12%, 16.88%, and 18.42% better from 
FF-DBN, PS-DBN, GA-DBN, respectively. Hence, the 
above analysis proves the performance of proposed 
method over other conventional approaches in terms of 
the optimal result. 
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Fig. 7. Performance of GWO over conventional algorithms by varying the learning percentage (a) Accuracy 

(b) Sensitivity (c) Specificity (d) Precision (e) FPR (f) FNR (g) NPV (h) FDR (i) F1Score (j) MCC 
 

Performance Analysis 
This section explains the overall performance of 

proposed GW-DBN over other methods, which is in Table 
4. It is reviewed that the accuracy of GW-DBN is 0.39%, 
67.32%, 15.83% and 7.56% better from conventional 
DBN, NB, SVM, and NN, respectively.  The sensitivity of 
proposed model is 18.51%, 42.22% and 1.58% superior 
to NB, SVM, and NN, respectively.  FNR of GW-DBN is 
55.55% and 70.37% better than NB and SVM models. 
F1Score of proposed model is 49.01%, 22.35%, and 
7.56% better from NB, SVM and NN, respectively. The 
MCC of proposed model is 0.79%, 84.83%, 31.84% and 
18.51% superior to conventional DBN, NB, SVM, and NN, 
respectively. Hence the analysis has proven the 
improved performance of proposed model over other 
methods in diagnosing the presence of brain tumor. 

 
Table 4. Overall Performance of Proposed brain 

tumor detection Model 
 

Measures NN 
[33] 

SVM 
[34] 

NB [35] DBN 
[36] 

GW-
DBN 

Accuracy 0.875 0.8125 0.5625 0.9375 0.94118 
Sensitivity 0.875 0.625 0.75 1 0.88889 
Specificity 0.875 1 0.375 0.875 1 
Precision 0.875 1 0.54545 0.88889   1 

FPR 0.125 0 0.625 0.125 0 
FNR 0.125 0.375 0.25 0 0.11111 
NPV 0.875 1 0.375 0.875 1 
FDR   0.125   0 0.45455 0.11111 0 

F1-score 0.875 0.76923 0.63158 0.94118 0.94118 
MCC 0.75 0.6742 0.13484 0.88192   0.88889 

 
Table 5 tabulates the overall performance of GWO 

over other optimization methods. The accuracy of GWO 
is 0.39% and 3.52% better from FF and ABC models, and 
7.56% superior to PSO and GA models. The sensitivity of 
GWO is 1.58% and 6.66% better than FF and ABC 
models, respectively. The F1Score of GWO is 0.84% and 
3.52% superior to both FF and ABC models, 5.88% 
better than both PSO and GA models. The MCC of GWO is 
0.79% and 6.66% better from FF and ABC models, 
14.75% better from both PSO and GA models. Hence, the 
total analysis has proven the betterments of GWO in 
precise detection of disease. 

 

Table 5. Overall Performance of GWO over 
conventional meta heuristic algorithms 

 
Measures GA [37] PSO [38] ABC [39] FF [40] GWO 
Accuracy 0.875 0.875 0.90909 0.9375 0.94118 

Sensitivity 1 1 0.83333 0.875 0.88889 
Specificity 0.75 0.75 1 1 1 
Precision 0.8 0.8 1 1 1 

FPR 0.25 0.25 0 0 0 
FNR 0 0 0.16667 0.125 0.11111 
NPV 0.75 0.75 1 1 1 
FDR     0.2   0.2   0 0 0 

F1_score 0.88889 0.88889 0.90909 0.93333 0.94118 
MCC 0.7746   0.7746 0.83333 0.88192 0.88889 

 

VI. CONCLUSIONS 

A new way of brain tumor detection model has been 
introduced in this paper. The model has included several 
stages like Preprocessing, Segmentation, Feature 
Extraction and Classification processes. Two 
fundamental processes like contrast enhancement and 
skull stripping were processed under initial phase, and 
FCM segmentation was performed in Segmentation 
phase. Both GLCM and GRLM features were extracted in 
the phase of feature extraction. Moreover, this paper has 
used DBN for classification. The DBN was integrated 
with GWO optimization approach to get the optimal 
result in the detection of brain tumor.  The proposed 
GW-DBN model has compared its performance over 
other methods in terms of Accuracy, Specificity, 
Sensitivity, Precision, NPV, F1Score MCC, FPR, FNR, and 
FDR. The results obtained tells that the accuracy of GW-
DBN was 0.39%, 67.32%, 15.83% and 7.56% better from 
conventional DBN, NB, SVM and NN, respectively.  The 
sensitivity of proposed model was 18.51%, 42.22% and 
1.58% superior to NB, SVM, and NN, respectively.  FNR of 
GW-DBN was 55.55% and 70.37% better than NB and 
SVM models. F1Score of proposed model was 49.01%, 
22.35%, and 7.56% better from NB, SVM and NN, 
respectively. Thus, the performance of proposed model 
for detecting brain tumor was proven over other 
methods. 
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